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Maatschappelijke Outreach 

 

Zelfmoord vormt een probleem dat niet gemakkelijk aan te pakken is in onze samenleving. Het is 

moeilijk om te weten te komen welke mensen met donkere gedachtes zitten en het risico lopen om 

zelfmoord te plegen. Dit komt vooral doordat mensen deze gevoelens niet vaak uiten aan de 

buitenwereld. Met de digitalisering van het dagelijkse leven zijn sociale media platformen een 

belangrijk onderdeel geworden van onze communicatie en interacties met anderen. Deze 

platformen worden vandaar ook soms gebruikt om bepaalde emoties te uiten die anders opgekropt 

blijven. Sociale media biedt dus een rijke bron aan data en gegevens om onderzoek te doen naar 

mentale gezondheid. Machine learning is een vorm van technologie die goed om kan met grote 

hoeveelheden van data om te analyseren. Deze technologie lijkt een veelbelovend hulpmiddel om 

potentiële indicaties van zelfmoordgedachtes of zelfmoordrisico’s te identificeren op sociale media. 

Deze review heeft gekeken naar het huidige onderzoek naar het gebruik van machine learning 

modellen om suïcidale ideatie of mensen die het risico lopen om zelfmoord te plegen te detecteren 

op sociale media. Er zijn verschillende studies gevonden die elk een eigen methode ontwikkeld 

hebben om te proberen een machine learning model te ontwikkelen die in staat is om suïcidale 

ideatie te herkennen of mensen die het risico lopen om zelfmoord te plegen te detecteren. Dit werd 

gedaan op basis van verschillende factoren zoals taalgebruik in social media posts maar ook aantal 

volgers, gemiddelde uur van een social media post online plaatsen, enz. Deze studies tonen 

veelbelovende resultaten maar door de verscheidenheid aan aanpakken was het moeilijk om de 

studies onderling te vergelijken en te bekijken welke methode het beste was. Vandaar dat er meer 

onderzoek nodig is die de verschillende methodes verder exploreert op en gestandaardiseerde 

manier. Verder is het ook belangrijk dat er rekening gehouden wordt met ethische en privacy 

gerelateerde kwesties, vooraleer machine learning modellen gebruikt kunnen worden voor het 

detecteren van mensen op sociale media die het risico lopen om zelfmoord te plegen
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Abstract EN 

Introduction 

The detection of suicidality and prevention of suicide remain critical public health challenges, often 

hindered by the difficulties of identifying individuals at risk. With the digitalization of daily life, social 

media platforms have become an important part of our communication and interactions. This 

extensive digital landscape provides a rich source of data, offering a lot of potential for mental 

health research. Machine learning, through its analytical capabilities, emerges as a promising tool 

to navigate this vast digital landscape and identify potential indicators of suicidal ideation or suicide 

risk, opening doors to more effective prevention strategies. 

Objective 

The objective of this review was to provide an overview of existing research on the use of machine 

learning models to detect suicidal ideation or at-risk individuals on social media platforms, 

comparing different approaches along with recommendations for future research.  

Method 

PubMed, IEEE Xplore, Embase and Web of Science were searched for eligible studies that 

employed machine learning models to detect suicidal ideation or identify users at-risk of suicide. 

Studies were then screened and selected based on the eligibility criteria. The included studies were 

analyzed, and important information was extracted and presented in a table. Due to the diversity in 

methods among the studies, a categorization model was proposed to classify the studies into four 

groups based on their methods to facilitate comparison. 

Results 

A total of 32 studies were included in this review, each employing a variety of machine learning 

models, showing promising yet diverse outcomes in classifying suicidal ideation or identifying at-

risk users. Due to the lack of homogenous methods and performance metrics used to report 

outcomes, a direct comparison was difficult. 

Conclusion 

While current research offers valuable insights into online behaviors linked to suicidality, further 

exploration and refinement are essential. Addressing ethical, privacy, and representational 

concerns is critical before implementing machine learning models for screening and preventative 

projects. The review highlights the need for standardized methodologies and diverse, clinically 

informed approaches to comprehensively address mental health complexities within social media 

contexts. 



 

2 
 

Abstract NL 

Introductie 

De detectie en preventie van zelfmoord blijven belangrijke uitdagingen voor de volksgezondheid, 

die vaak gehinderd worden door de moeilijkheden om individuen die risico lopen te identificeren. 

Met de digitalisering van het dagelijks leven zijn sociale media platformen een belangrijk onderdeel 

geworden van onze communicatie en interacties. Dit uitgebreide digitaal landschap vormt een rijke 

bron van data en biedt verder mogelijkheden voor onderzoek naar geestelijke gezondheid. 

Machine learning, een technologie met analytische vermogens, lijkt een veelbelovend hulpmiddel 

om door deze uitgestrekte zee aan digitale data te navigeren en potentiële indicatoren van suïcidale 

ideatie of zelfmoordrisico’s te identificeren, wat verder gebruikt kan worden als fundament voor het 

ontwikkelen van preventiestrategieën. 

Doelstelling 

Het doel van deze review was om een overzicht te geven van bestaand onderzoek naar het gebruik 

van machine learning modellen om suïcidale ideatie of mensen die het risico lopen om zelfmoord 

te plegen te detecteren op sociale media, waarbij verschillende methodologieën vergeleken 

werden en aanbevelingen werden gedaan voor toekomstig onderzoek.  

Methode 

Er werd gezocht op PubMed, IEEE Xplore, Embase and Web of Science voor studies die gebruik 

maakten van machine learning modellen om suïcidale ideatie te detecteren of gebruikers met een 

suïciderisico te identificeren. Studies werden vervolgens gescreend en geselecteerd op basis van 

de geschiktheidscriteria. De geïncludeerde studies werden geanalyseerd en belangrijke 

karakteristieken werden verzameld en gepresenteerd in een tabel. Vanwege de diversiteit in 

methoden onder de studies werd een categorisatiemodel voorgesteld om de onderzoeken op basis 

van hun methoden in vier groepen in te delen om zo vergelijking te vergemakkelijken.  

Resultaten 

In totaal werden 32 studies opgenomen in deze review, die elk gebruik maakten van verschillende 

machine learning modellen en veelbelovende maar uiteinlopende resultaten toonden. Door gebrek 

aan homogene methoden en manieren van het rapporteren van de resultaten, was een exacte 

vergelijking moeilijk.  

Conclusie 

Hoewel het huidige onderzoek nuttige inzichten biedt in online gedrag met betrekking tot 

suïcidaliteit, is verdere verkenning essentieel. Het is van cruciaal belang om ethische, privacy en 

representatiegerelateerde problemen aan te pakken vooraleer machine learning modellen gebruikt 
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kunnen worden voor screening en preventie. Deze review benadrukt de noodzaak van 

gestandaardiseerde methodologieën en diverse, klinisch geïnformeerde benaderingen om de 

complexiteit van geestelijke gezondheid binnen sociale media in volledigheid aan te pakken.  
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Introduction 

 

Suicide, Suicidal Ideation, and Suicide Prevention 

Suicide is a major public health concern. Every year, over 700,000 people die worldwide, making 

it one of the most common causes of premature death (1). Furthermore, according to a survey from 

2013, around 64% of people know someone who has attempted suicide, indicating the widespread 

impact of suicide on the larger community (2). Despite its prevalence, suicide prevention has not 

received the attention it deserves due to a lack of awareness of suicide and the stigma that 

surrounds it in many societies (1). This stigma and the lack of an open dialogue can be particularly 

challenging for individuals who struggle with suicidal thoughts and for suicide survivors (3). This 

introduction will first explore the various aspects of the complexity of suicide, discussing risk factors 

and existing prevention strategies. Then, social media will be discussed, and its potential in 

contributing to suicide research and prevention. Lastly, machine learning will be addressed, and 

the opportunities provided by this emerging technology in enhancing the detection and prevention 

of suicide will be examined. 

 

Suicide itself is preceded by a process that can be broken down into different stages. One 

framework that tries to conceptualize this process is called ‘the ideation-to-action framework’. 

Development of suicidal ideation, defined by the DSM-5 as “thoughts about self-harm, with 

deliberate consideration or planning of possible techniques of causing one’s own death”, is the first 

step of the three-step theory based on the previously stated framework ( the two other steps being 

‘strong vs moderate ideation’ and ‘progression from ideation to attempts’) (4) (5). Suicidal ideation 

is a relatively common experience, almost 1 in 10 people will experience suicidal thoughts at some 

point in their lives (6). It is particularly prevalent in young adults, with research indicating that 

individuals aged 18 to 25 are at higher risk of experiencing suicidal ideation compared to other age 

groups (7) (8). 

 

Suicidal ideation, however, does not always lead to a suicide attempt. Most people who experience 

suicidal ideation do not follow through with suicidal actions (6). A major factor that could predict 

whether someone with suicidal ideation is actually at risk of attempting suicide is their sense of 

social connectedness and their sense of hopelessness and pain (5). In addition, other factors that 

may contribute to the risk of suicide include a history of mental illness (especially depression), a 

history of trauma, substance abuse, chronic illness, or poverty (9). There is also a difference 
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between gender, women are more likely to experience suicidal ideation however male suicide rates 

are higher than female suicide rates. This could potentially be explained by the traditional Western 

idea of masculinity in comparison to femininity. It is perceived as less socially acceptable for a man 

to openly talk about anxiety or discuss their emotions. In contrast, women tend to communicate 

more easily and stay connected socially, which is an important protective factor against suicide 

(10). There are also gender-specific risk factors that should be taken into account.  Women may 

be more likely to attempt suicide if they struggle with an eating disorder, a posttraumatic stress 

disorder, a bipolar disorder, interpersonal issues, or have a history of previous abortion. On the 

other hand, men may be at greater risk if they show disruptive behavior, feel hopeless, if their 

parents are divorced, if they have a friend who is suicidal, or because they have access to means 

to commit suicide (11). Some social groups are more vulnerable when it comes to suicide than 

others. For example, transgender people are at a higher risk of attempting suicide compared to the 

general population (12). This disparity is also found among sexual minorities, with bisexual 

individuals being particularly vulnerable (13). Discrimination based on race is also associated with 

an increased risk (14). Social groups that experience more discrimination, stigmatization, and social 

rejection are more likely to express suicidal ideation and attempt suicide indicating the importance 

of addressing the unique needs of these groups and developing targeted strategies for suicide 

prevention. 

 

Although there is extensive literature on the risk factors associated with suicide, prevention is not 

an easy task. One major strategy that is deemed effective in decreasing the prevalence of suicide 

is limiting access to lethal methods of self-harm (15). However, it should be noted that the most 

common methods of suicide differ depending on geographic location. For example, firearms are 

the most commonly used method in the United States, while poisoning with pesticides is more 

prevalent in rural areas in Latin America and Asia. This is why these specific methods of prevention 

should be tailored to the specific methods of suicide prevalent in a particular region (16). School-

based awareness programs are also effective in reducing suicide attempts, they have been shown 

to reduce the risk of suicide by 55% (15).  

 

Treating suicidal ideation before it turns into suicidal behavior is also a vital part of suicide 

prevention. There is evidence that suggests that psychotherapeutic interventions, like Cognitive 

Behavioral Therapy (CBT) and Dialectical Behavior Therapy (DBT), are effective treatments for 

suicidal ideation (17). CBT is a form of talk therapy that helps to break negative thought patterns 

and change behavior. DBT focuses more on emotion regulation and the development of 
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mindfulness skills in addition to addressing maladaptive behaviors and thought patterns. Ketamine 

could also prove to reduce suicidal ideation, especially in urgent settings, although more research 

is needed when it comes to long-term safety (18). 

 

One aspect that could contribute to more effective prevention programs is the timely detection of 

those at risk, however, this is not always straightforward in a clinical setting. Almost half of the 

people who die by suicide have contact with a primary care physician within 1 month of death, but 

a mental health diagnosis is often not documented. This is why greater efforts should be made to 

evaluate mental health and suicide risk (19). Despite numerous efforts, there are currently no cost-

effective screening tools (15). The Columbia- Suicide Severity Rating Scale (C-SSRS) has been 

considered the ‘golden standard’ for assessing suicidal ideation. It consists of multiple sections and 

aims to predict whether a suicidal or non-suicidal individual is at risk of committing suicide. This 

tool is not without its criticism as it does not seem to fully address the spectrum of suicidal ideation 

or behavior and has the potential to miss many combinations of suicidal ideation (20). Another 

criticism is that the C-SSRS can only be filled in by a trained interviewer, whereas the Beck Scale 

for Suicidal Ideation (BSSI), an older tool, can be self-administered. The BSSI is more focused on 

evaluating the severity of the suicidal ideation itself. Even though they have some limitations, both 

tools are examples of tools that can be used to support healthcare professionals in evaluating 

suicide risk. However, it is worth noting that these tools are typically used for individuals who are 

already considered at risk of suicidal behavior (21). There is still a gap when it comes to effectively 

detecting individuals who are potentially at risk. One of the reasons that it is difficult to identify 

someone who is suicidal or has suicidal ideation is that these thoughts are often not expressed 

directly (22). Data gathered from social media posts could potentially provide a solution to this 

problem by timely identifying at-risk individuals who may not express suicidal ideation directly in 

other contexts. 

 

Social Media 

Social media has gained a lot of popularity in the past decade with about 4.62 billion social media 

users around the world or 58.4% of the world’s total population (23). Social media websites or 

programs allow people to connect with each other through the internet from their computers or 

mobile phones. They provide a medium to share text and other media like pictures and videos. The 

time we spend on social media has been increasing over the past couple of years, with an average 

of 2 hours and 27 minutes per day, social media accounts for the largest single share of our time 

connected to the internet (23). Over the years, several social media platforms have emerged as 
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key players in this rapidly evolving digital world. One of the first globally adopted platforms that has 

the most active users across all age groups is Facebook (23). It is a platform that allows users to 

connect with friends and family, share updates, photos, and videos, and join interest-based groups 

(24). Another popular platform, especially for a younger audience, is Instagram. This platform, 

which is also owned by Facebook, focuses more on media like photo and video-sharing. Users can 

post visual content and follow friends, celebrities, or brands (25). TikTok, which also gained 

significant popularity among younger audiences, is a rapidly growing platform where people can 

share and watch short videos, often set to music (26). Twitter, now also known as X, is a platform 

where users can connect and share short posts, also known as tweets. It is very popular for 

engaging in public conversations and sharing opinions and ideas (27). Weibo can be considered a 

Chinese alternative to Twitter (28). YouTube is not always considered a social media platform 

although it shares a lot of similar features. It is a video-sharing platform where users can upload, 

view, and comment on videos and follow channels (29). These social media platforms are most 

used by people aged 15 to 29 (23). Crucially, this is about the same age group that is most at risk 

for suicidal ideation (cf. supra). Furthermore, suicide ranks are the fourth leading cause of death 

for this age group (1). Social media platforms allow people to express their emotions and thoughts, 

and as a result, some people may express suicidal ideation on these platforms. Current research 

even suggests that there is a significant association between suicide-related posts and suicide 

rates. This is why social media platforms offer a promising opportunity for identifying at-risk 

individuals and putting suicide prevention programs into action (30).  

 

There are several benefits that social media platforms can offer in the context of suicide prevention. 

Social media platforms can provide an effective way to spread more awareness and information 

about suicide to the general public, as most people use social networks on a daily basis (31). Social 

media also offers the opportunity to reach specific target groups. As previously stated, it is very 

important to take into account that certain social groups are more vulnerable to experiencing 

suicidal ideation and attempting suicide. These individuals often join online social media networks 

where they can connect with like-minded people, share their problems, and offer mutual support. 

These social networks offer an opportunity to deploy prevention programs that can reach more 

people from these specific target groups (32). For instance, a study that evaluated the reach of a 

potential prevention program targeting lesbian, gay, and bisexual adolescents found that with the 

use of a social networking service like MySpace, they were able to reach more than 18.000 

individuals, which is significantly more than current traditional methods allow (30). Social media 

could also be an opportunity for suicide research. Current research focuses a lot on traditional risk 
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factors and does not fully acknowledge the multifaceted nature of suicide. For example, one aspect 

that has not yet received adequate attention is the role of social context (33). Data from social 

media has already been used to identify risk factors and online activity patterns for detecting at-risk 

individuals (34). Another study tried to identify suicide-related risk factors on Twitter, a social media 

platform where users can post and react to short messages known as “tweets”. They studied 

conversations and compared them to geographic suicide rates from vital statistics data. Their 

findings supported the fact that Twitter could serve as a potential dataset for future suicide research 

(35). 

 

While social media can offer valuable opportunities for suicide research and prevention, there are 

several other aspects that should be considered. Social media itself can have a negative impact 

on suicidal ideation or suicidal behavior. These platforms can provide more straightforward 

methods for someone to be personally attacked and bullied. Victims of cyberbullying, mostly young 

people, are almost twice as likely to attempt suicide, which makes it a serious risk factor (31). It 

also affects other risk factors associated with suicidal ideation and behavior, like depression (36). 

Furthermore, people who participate in cyberbullying have also reported an increased likelihood of 

attempting suicide (31).  Another negative aspect of social media that should be considered is the 

facilitation of the endorsement of suicidal behavior. Even though some studies found that social 

networks provide opportunities to receive help and support from others, the opposite effect has 

also been reported. If someone expresses their suicidal intentions on unmediated platforms or 

private chatrooms within social networks, there exists a risk that the suicidal behavior is further 

endorsed or that multiple individuals form a pact and all agree to commit suicide (31). These pacts 

are not a new phenomenon. Studies from before the time of social media have reported on the 

occurrence of suicide pacts. One study concluded the suicide pacts were more common in the first 

half of the 20th century (37). It is difficult to find a lot of information regarding the global occurrence 

of suicide pacts and whether the internet has contributed to a global increase in such incidents. 

Instead of a decrease, a Japanese study found that there now might be an increase in suicide pacts 

and that this can be attributed to the rise of the internet and social media (38). Twitter has been 

described as one of the platforms where people easily make suicide pacts. It is a platform where 

you can easily stay anonymous and create multiple accounts, which makes it more difficult to 

implement prevention strategies on time (39). Closely linked to suicide pacts is the phenomenon of 

copycat suicides or suicide contagion. There is a lot of research stating that the suicide of a celebrity 

can cause a sudden surge in suicide rates. A South-Korean study found evidence that the suicide 

of a national celebrity significantly increased national suicide rates with media coverage playing a 
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huge role in this phenomenon (40). This effect is called the “Werther effect”, named after Goethe’s 

“The Sorrows of Young Werther” from 1774, which had caused several copycat suicides (41). The 

World Health Organization (WHO) has provided guidelines on responsible reporting of suicide to 

try and minimize the detrimental effect media reportings can have on people who are suicidal (42). 

Social Media platforms however can be used to discuss and report on these topics freely and can 

undermine these guidelines.  

 

People who access the internet or social media platforms may come across imagery and videos of 

self-harm acts, sometimes normalizing suicidal behavior. One study found that people aged 10-17, 

were 11 times more likely to express suicidal ideation after visiting websites that encouraged self-

harm or suicide (43). Luckily there has been a lot of progress in recent years in addressing the 

issue of suicidal content on social media platforms. Platforms such as Facebook, Twitter, and 

Instagram have implemented guidelines for identifying and removing such content. Users can also 

report certain content if they feel it does not conform to the platform’s guidelines. Additionally, these 

platforms provide resources such as links to crisis hotlines and support groups, for users who may 

be struggling with mental health issues. While these efforts might be a step in the right direction, 

there is still a lack of research evaluating the effectiveness of these types of strategies (31).  

 

Another aspect that has received a lot of criticism is the algorithms social media use to show certain 

content to a user. In the early days of social media, platforms like Facebook mainly showed you 

content shared by other people you decided to connect with. Then came the introduction of an 

algorithm that showed you the content that this algorithm speculated you would find most 

interesting. With the evolution of technology, this algorithm became more and more complex and 

started using more variables, for example how long a user looks at a certain post or how much they 

interact with certain content (44). The primary objective of these algorithms is to show personalized 

content to users, to retain their engagement with the social media platform. The potential for these 

algorithms to promote harmful content has recently gained a lot of attention. YouTube, mainly used 

for posting and viewing videos, is another platform that has become very reliant on algorithms with 

more than 70% of all views on the platform being a result of the algorithm’s recommendations (45). 

The algorithm has been criticized for tending to show videos similar to those the user has previously 

watched. A study has identified this “homophily effect” as potentially harmful when it comes to 

providing scientific information during a pandemic. For example, the algorithm's tendency to 

suggest anti-vaccine videos to individuals who have previously shown an interest in this topic may 

be detrimental (46). This “filter bubble” where users are only exposed to content that confirms their 
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existing beliefs and interests could also be harmful to individuals at risk for suicidal behavior, 

especially because there is a lack of validation of the preventative measures these platforms have 

implemented over the years. However, there is currently not a lot of research on this specific topic, 

which could be explained by the constant and rapidly evolving nature of these algorithms. The rapid 

evolution of these algorithms can partly be attributed to the integration of new machine-learning 

techniques. These new techniques can help algorithms in managing the vast amount of data 

generated daily by billions of users.  

 

Machine Learning 

Artificial intelligence (AI) is defined as the capability of a computer or a computer-controlled robot 

to carry out tasks that are usually associated with intelligent beings (47). Machine learning is a 

subcategory of artificial intelligence that focuses on using data to train computers and make them 

function without the need of being programmed. Machine learning involves gathering and preparing 

data, such as numbers, images, or text, which are used as training data. Programmers select a 

suitable model, provide the data, and let the model learn patterns or make predictions. The model 

can be fine-tuned for improved accuracy. It can then be evaluated with the use of data that was put 

aside. The result is a model that can be applied to different data sets in the future (48).  

 

 

Figure 1. A visual representation of the mechanism of machine learning with both training and testing. 

Adapted from: Sarker IH. Machine Learning: Algorithms, Real-World Applications and Research Directions. 

SN Comput Sci. 2021;2:160. doi:10.1007/s42979-021-00592-x 
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There are several types of machine learning, with the main difference being between supervised 

and unsupervised machine learning (49). While there exist numerous other types, such as 

reinforcement learning and semi-supervised learning, delving into those would go beyond the 

scope of this introduction. Supervised learning is currently the most used technique. The term 

“supervised” refers to the fact that it needs external assistance to function. The algorithm receives 

input data with the corresponding output labels, which allows the algorithm to learn the relationship 

between the two. There are two fundamental categories of supervised learning. If the model has to 

categorize input data into specific predefined groups, it is called a classification problem, with 

examples such as logistic regression and support vector machines. If the output involves 

continuous variables, e.g. blood pressure, then this is called a regression problem, with examples 

like linear regression and decision tree regression (50). Unsupervised machine learning does not 

use labeled data for categorizing information, unlike supervised machine learning. Its main goal is 

to analyze and cluster unlabeled datasets to find similarities among different data points. The model 

does not have any prior knowledge about the organization of the clusters. Therefore, clustering 

may lead to the uncovering of unforeseen relationships among data points (49). K-means clustering 

is one of the simplest examples of clustering. In this method, the algorithm tries to categorize data 

into different groups where each data point belongs to the cluster with the nearest mean value (51). 

While supervised learning often has a more specific goal, unsupervised learning helps to uncover 

hidden patterns and relationships in the data that may not be immediately apparent. 

 

Several models can also be combined, 

resulting in an ensemble method. This 

combination of individual outputs 

produces a model with improved 

predictive performance (52). An 

example is Random Forest, an existing 

ensemble learning method that 

combines predictions from multiple 

decision trees. This method can also 

be referred to as a ‘consensus model’.  

 

Figure 2. Types of machine learning with some examples of the most 
common models used in research. 
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In order to evaluate the effectiveness of machine learning models, it is important to understand the 

different performance metrics commonly used in research (53). These results are used to interpret 

the performance of a machine learning model. Some of the frequently used metrics in the context 

of machine learning are accuracy, precision, recall, F1 score, and AUC. Here we briefly explain 

and illustrate these metrics. 

 

Accuracy is one of the simpler ways to measure the overall performance of a model. It refers to 

the proportion of true positive and true negative predictions out of all the predictions made by the 

model (54).  

 

 
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔

𝑻𝒐𝒕𝒂𝒍 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏𝒔
 

 

Even though it is most frequently used, it can be misleading if there is an imbalance in the 

distribution of classes in the dataset (55). Here is a hypothetical example: In a dataset of 20 at-risk 

individuals and 900 controls, the model could miss half of the at-risk people and still have an 

accuracy of almost 98.91% if it manages to correctly classify all the controls as ‘not at risk’.  

 

Precision refers to the proportion of true positive predictions out of all the positive predictions made 

by the model (56). If the precision in a model is high, it was able to identify people at risk without 

wrongly classifying individuals as at risk when they were not at risk. In other words, the model has 

a low rate of false positives.   

 

 
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔
 

 

Recall, also referred to as sensitivity, is the proportion of true positive predictions out of all actual 

positive cases in the dataset (56). It tells us something about the ability of a model to correctly 

identify at-risk individuals as at risk. A low false-negative rate results in a high recall rate.  

 

 
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔 + 𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔
 

 

F1 score consists of both recall and precision. It is the harmonic mean of these two metrics, 

balancing both in a single metric (57). This can be valuable if the accuracy is not reliable due to an 

imbalance in the data, as stated previously. A high F1 score indicates that it has both high precision 

and recall, indicating good performance.  
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 𝟐∗𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

 

Area Under the Curve (AUC) is another important performance metric. It is derived from the 

Receiver Operating Characteristic (ROC) curve, which is a visualization of a model’s ability to 

discriminate between positive and negative cases across various threshold settings. In this graph 

the true positive rate (sensitivity) is plotted on the Y-axis and the false positive rate (1-specificity) 

is plotted on the X-axis (58). By varying the threshold, you can control the trade-off between the 

true positive rate and the false positive rate. You can make it very strict with a false positive rate of 

zero, but then the true positive rate will be lower. The AUC is a single value that summarizes the 

overall performance of the model across all threshold levels, it is the probability of correctly 

distinguishing between a randomly chosen positive instance and a randomly chosen negative 

instance. An example of a ROC curve is given below with two different outcomes (see Fig. 3). In 

this instance, we can see that the area enclosed by the orange line and X- axis is smaller than the 

area enclosed by the green line and the X-axis. The AUC of orange is smaller than the AUC of 

green, meaning that the orange model would make more mistakes in detecting true positives at a 

faster rate compared to the green model. An AUC of 0.5 indicates that the model does not perform 

better than random chance and therefore means the model has no discriminative power. If you take 

into account that the perfect AUC is 1, an AUC of 0.8 can be considered very good.  

 

 

 

Figure 3. Illustration of ROC curves. The green line represents a high AUC, while the orange line represents a low AUC. 

 

In recent years, the implementation of machine learning has been widespread across numerous 

domains, including healthcare. One of the reasons machine learning is considered promising in 

healthcare is because of the accessibility of data, driven by the digitalization and centralization of 

health records. This increased data availability allows for the creation of stronger and more precise 
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algorithms because more data can increase the accuracy of a machine-learning model (59). 

Historically, the medical field of infectious diseases has been known for recording a significant 

amount of epidemiological data, because of the importance of trying to understand and predict the 

spread of certain diseases. For example, machine learning models have been shown to be 

successful in predicting the outcome of patients infected with Ebola Virus based on a limited 

amount of clinical symptoms and laboratory results (60). The use of certain models could also help 

predict a hospital patient’s likelihood of contracting hospital-acquired infections like Clostridium 

difficile infection (61). As we have recently witnessed how fast a new infectious disease can 

emerge, machine learning can help us understand and manage novel global outbreaks. There have 

been models developed that can discover antibodies that can bind and potentially neutralize SARS-

CoV-2 based on data from other known virus-antibody sequences. These models can find potential 

antibodies for various viruses, based on the amino acid sequence alone, something that would 

typically take months using conventional experimental methods (62). Furthermore, machine 

learning has been demonstrated to be effective in diagnosing patients with COVID-19 through CT 

scans (63). Deep learning, a subset of machine learning that uses multi-layered artificial neural 

networks to learn more complex patterns, has already been widely adopted in many medical 

imaging settings and will continue to expand its impact (64). Another field that greatly benefits from 

machine learning is genetics, as it aids in the analysis of the immense volume of data this field 

produces. It can help in the process of annotating genes along entire chromosomes and could also 

find and characterize genes when it comes to susceptibility to diseases and is vastly superior to 

traditional statistical methods (65) (66). Another promising area for machine learning in healthcare 

is personalized medicine. It is already widely known that because of individual differences among 

patients, not everyone processes medication in the same manner (67). Taking this into account is 

crucial for certain medications that can have toxic effects at the wrong dosage. However, predicting 

the precise impact is difficult, due to the vast amount of largely unknown factors that play a role in 

pharmacokinetics. Several studies explored the implementation of machine learning to predict the 

correct dosage of Warfarin, a coagulation drug with a narrow therapeutic window (68) (69). They 

found that machine-learning methods could outperform traditional approaches to assessing the 

correct initial dosage.  

 

These examples represent only a small part of the numerous potential uses for machine learning 

in the realm of medicine. As demonstrated, machine learning can serve as a very helpful tool and 

resource for both medical research and practical clinical applications. Compared to traditional 

statistical analysis, machine learning offers several advantages when it comes to research, for 
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instance, both methods can be used for prediction based on data but traditional statistical methods 

sometimes struggle with handling enormous quantities of data and complex relationships (70).  

 

There are, however, some challenges that have been described when it comes to implementing 

machine learning in healthcare. Firstly, it is important to note that even though there is a rising 

interest in machine learning medical research and data is becoming more widely available, there 

still is a lack of meaningful contributions to clinical care in comparison with other industries (71). 

One difficulty is the data itself. The importance of high-quality and accurately labeled data in 

machine learning cannot be overstated. It forms the foundation upon which machine learning 

models are built (72). This can be a challenge when it comes to healthcare. In contrast to fields 

where data is well-organized, healthcare data tends to be diverse, filled with noise, and often 

incomplete. It can be difficult for machine learning models to deal with these large and varied 

datasets that can include sparse data and missing values (73). It can be very time-consuming and 

costly to acquire and standardize large amounts of unbiased data (71). The incompleteness of 

electronic health records (EHR) data has been described by several studies to be one of the main 

lasting reasons for data quality issues (74) (75). As a result, more efforts in this area are necessary 

to develop more accurate machine-learning models that can be deployed in real clinical settings. 

Another common problem when it comes to data and data mining is data leakage. It occurs when 

the machine learning model accidentally gets information about the answer it’s supposed to predict. 

This can lead to the development of a model that seems more accurate than it is (76). Data leakage 

can result from various factors such as improper data preprocessing, issues with the timing of data 

used (temporal leakage), or incorrect data sampling methods. If the model finds surprising data 

patterns, like a strong correlation between the “patient ID” and a diagnosis, it’s reasonable to 

suspect data leakage may be occurring. However, it is also possible that the patient ID number is 

assigned based on specific factors that can be linked to a certain diagnosis, which makes it more 

difficult to suspect leakage. The best way to detect data leakage is to cross-validate the model with 

independent datasets, preferably collected or generated using a different process. If this causes a 

significant drop in performance, it could be a clear sign of data leakage (77). Another challenging 

factor is the fact that these complex machine-learning models are considered “black-box 

technology”. These models possess several hidden layers that autonomously recognize 

characteristics of the dataset. However, it is not always possible to reveal how the classification 

process takes place or what these characteristics are (78). This is why there has been some 

hesitation in using these models because the outcome of potentially misclassifying a patient could 

be detrimental. There recently has been a high demand for interpretable machine learning models 
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that could provide reasoning behind given outcomes so a clinician can still choose to accept or 

reject certain predictions (79). The problem of interpretability has been demonstrated in a study 

that investigated the application of machine learning models for predicting whether a pneumonia 

patient was at a higher risk of death (80). Their model indicated that pneumonia patients with a 

history of asthma had a lower risk of dying, which opposes general knowledge of asthma being a 

significant risk factor for severe pneumonia. The model had failed to interpret the nuance that 

asthma patients when admitted to the hospital for pneumonia, received more aggressive and 

specialized care due to their pre-existing condition. This example highlights the need for the ability 

to understand the reasoning behind a model’s prediction. There is still an ongoing discussion about 

whether making more understandable models decreases the accuracy of these models (81). As a 

model increases in complexity and takes into account more parameters and layers of data, its 

potential for accurate predictions can also increase. However, this can often result in outcomes that 

are difficult to understand and interpret.   

 

Since the beginning of machine learning and artificial intelligence, people have been interested in 

utilizing these technologies to help detect individuals at risk of suicide. Using algorithms with the 

help of computers to detect suicide risk has been first described in 1974 by Greist et al (82). After 

this publication, little research was done to further investigate the implementation of machine 

learning and computers when it comes to suicide prediction. It is only in the last decade, with the 

exponential development of this type of technology, that there has been substantial growth of 

interest in this field. Several studies have used machine learning with data from electronic health 

records to accurately predict suicidal behavior. One study achieved AUC varying from 0.81 to 0.86 

across various prediction timeframes (83). The authors found some predictive risk factors, including 

symptoms that involve the patient’s emotional state and the history of a depressive episode. Similar 

results were found in another study that concluded that longitudinal clinical data combined with 

machine learning could prove to be effective as a broad screening tool to detect whether someone 

is at risk of attempting suicide (84). However, most research limits itself to clinical data and EHR 

because these are scalable sources that offer structured data. This does have its drawbacks, for 

instance, this type of data includes many variables that are not related to suicide, which can 

introduce noise and could decrease the accuracy of machine learning models (85). People who 

are at risk of suicide also do not always have contact with a clinical environment, which means they 

could be overlooked when using this type of data for prediction purposes. Furthermore, it has also 

been noted that EHR data could include certain biases due to incomplete data for example (86). 

There are several examples of studies that try to go past medical health record data. In one 
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research project, interviews were conducted and recorded, and these recordings were then used 

as data for machine learning to try to determine whether someone was suicidal or not (87). 

Similarly, as previously discussed, machine learning can be highly effective when working with 

visual data, such as medical imaging, and this is also applicable to suicide research. Functional 

magnetic resonance imaging (fMRI) has gained a lot of interest when it comes to psychiatric 

research as scientists strive to understand functional brain pathways and their relationship to 

mental health. One study has tested a machine learning model to try and identify adolescents with 

suicidal thoughts by analyzing their neural signatures in fMRI data (88). The scientists presented 

some concepts that were either positive, negative or something regarding suicide. The model was 

able to make a distinction between controls and people who engage in suicidal ideation with an 

accuracy of 91%. 

 

Although these examples showcase significant progress in utilizing machine learning to assist in 

detecting at-risk individuals and potentially preventing suicide, there still is a lack of scalable cost-

effective screening tools. The majority of studies tend to enlist test subjects through medical 

networks. While this is an effective way of gathering data to test certain models in different 

applications, it may not be able to reach every individual or at-risk group. Data from social media 

might provide a more scalable strategy, potentially helping us develop tools that can have a broader 

impact. To effectively utilize social media data, several data-gathering methods can be employed 

(89). Some media platforms offer Application Programming Interfaces (APIs,), that enable 

developers to access and interact with the platform’s data and functionality. An API acts as a bridge 

between the social platform and the programmers or researchers who want to access the platform’s 

data. This makes it fairly easy to gather relevant data as you can set parameters and define what 

you're looking for. Facebook and Twitter are some examples of platforms that offer APIs. It is 

important to note that the companies behind these platforms have the authority to change, restrict 

or even shut down their API. Another method that is used if an API is not available or does not 

provide the necessary data is Web Scraping. It is the process of extracting specific data from 

websites by looking at the page’s layout. Nowadays, there are specific tools available to simplify 

the web scraping process, eliminating the need for users to have a programming background. 

Furthermore, there are third-party social media datasets and data resellers that have gathered and 

organized social media data that can be used for research. 

 

Because of the vast amount of social media data available, there is a lot of research that looks into 

different applications of machine learning in different fields. Sentiment analysis is a popular 
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technique that has already been used for business. It entails trying to map out the emotions or 

opinions of people online. This has already been described as an effective tool to monitor opinions 

on certain products for marketing campaigns (90). For instance, the Linguistic Inquiry and Word 

Count (LIWC) method counts and categorizes words into psychological groups to understand their 

emotional context (91). Similarly, VADER, another tool, not only considers psychological 

dimensions but also evaluates emotional intensity and context, expanding the scope of analysis 

(92). Social media also provides a lot of data that can help in identifying epidemics, a field that has 

already used machine learning in several other ways as we discussed earlier. One study developed 

and tested a model to detect influenza epidemics based on Twitter messages (93). Their model 

achieved a correlation of 0.78 with the Center for Disease Control and Prevention statistics. Another 

study used Twitter to track misconceptions regarding COVID-19 and concluded that machine-

learning models could evaluate the public’s understanding regarding health-related subjects which 

could aid in improving health communication (94).  

 

In conclusion, there is a rising interest in using the available social media data in combination with 

machine learning models. Social media platforms offer a wealth of information about individuals' 

thoughts, feelings, and behaviors, which can potentially be used to identify patterns and signals 

associated with suicidality. This is why social media, in combination with machine learning, could 

contribute to the development of scalable detection tools that have a wider reach than current 

strategies.  

 

This review examined existing research investigating the implementation of machine learning 

models for the detection of suicidal ideation, suicidality, or social media users at-risk. Firstly, an 

overview was given of the method used to identify the studies included in this review, followed by 

a general overview of their findings. Lastly, the methods and applicability of these studies were 

discussed, along with some critical and ethical considerations. 
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Methods 

 

Eligibility Criteria 

This systematic review included studies that investigate the use of any machine learning model for 

detecting suicidality and/or suicidal ideation on social media platforms such as Facebook, Twitter, 

Instagram, Weibo, and TikTok. Studies that make use of community-based websites or forums, 

such as Reddit, and focused on subgroups or communities dedicated to mental health and suicide 

were excluded. These platforms consist of subreddits or threads, which are individual forums or 

communities dedicated to specific topics. Analyzing subgroups that are explicitly created for 

discussing mental health and suicide may not provide an accurate representation of the platform’s 

overall population. Studies that focus on platforms such as WhatsApp, Messenger, Telegram, and 

Discord were also disregarded since they are primarily used for private one-on-one or small-group 

communication rather than public postings. 

 

Several limitations on study design, environment, or participant characteristics were applied in this 

review. Case studies were excluded due to their limited statistical power and generalizability 

compared to other study designs. Studies that merely describe protocols or those for which the full 

text was not attainable. Only studies that were published in English, Dutch, or French were 

included. Studies that did not investigate suicidality as a primary endpoint but included it in their 

analysis were also added to this review. The inclusion criteria were kept intentionally broad to 

capture all relevant research on this emerging issue. 

 

Information Sources 

Studies were identified by searching the following databases: 

 

• PubMed 

• IEEE Xplore 

• Embase 

• Web of Science 

 

These databases were consulted until the 16th of April 2023. References cited in pre-existing 

systematic review reports on the current or a similar topic were also analyzed.  
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Search Strategy 

For PubMed, we used the Advanced Search builder with the following query: ‘(suicidality OR 

depression OR suicide OR suicidal OR Suicidal ideation) AND (social media OR twitter OR 

facebook OR instagram OR tiktok OR weibo) AND (machine learning or deep learning or 

algorithms)’.  

 

For IEEE Xplore we searched in All Metadata and created the following search query in Advanced 

Search: ("suicidality" OR "Depression" OR "Suicide" OR "Suicidal" OR "Suicidal Ideation") AND 

("Social Media" OR "Twitter" OR "Facebook" OR "Instagram" OR "TikTok" OR “Weibo”) AND 

("Machine learning" OR "Deep Learning" OR "Algorithms")’.  

 

We used the following search query for Embase: ‘('suicidality'/exp OR 'depression'/exp OR 

'suicide'/exp OR 'suicidal' OR 'suicidal ideation'/exp) AND ('social media'/exp OR 'twitter'/exp OR 

'facebook'/exp OR 'facebook' OR 'instagram'/exp OR 'tiktok'/exp OR ‘weibo’/exp) AND ('machine 

learning'/exp OR 'deep learning'/exp OR 'algorithms'/exp)’.  

 

For Web Of Science we looked at documents in all fields and used the following query: 

‘ALL=(suicidality OR depression OR suicide OR suicidal OR Suicidal ideation) AND ALL=(social 

media OR twitter OR facebook OR instagram OR tiktok OR weibo) AND ALL=(machine learning or 

deep learning or algorithms)’.  

 

On Google Scholar we used different search queries to find several existing reviews on the subject: 

‘Suicide on social media machine learning review’, ‘detecting suicidality on social media machine 

learning review’, ‘suicide risk social media machine learning review’. We sorted the results by 

relevance and examined them. The references of multiple reviews were examined. 

 

All results were added into Endnote (95).   

 

Selection Process 

For the first selection, one reviewer screened the title and abstracts of all the selected articles. The 

primary focus was to ensure that each paper involved the use of machine learning to analyze a 

social media platform, with an emphasis on suicidality or suicide. One reviewer then analyzed the 

full text of these remaining studies. The objective was to identify and remove any papers that did 
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not align with the review’s goal or meet the criteria. This step further refined the selection of studies, 

narrowing down the list to those most relevant to the topic at hand.  

 

Data Collection and Data Extraction 

One reviewer was responsible for extracting the relevant data from the remaining studies. A pre-

defined Excel template was used to collect and organize the extracted data, allowing for an efficient 

and structured approach to the analysis. The Excel template created by the reviewer consisted of 

several columns, each representing a key aspect of the methodologies employed in the selected 

studies, allowing for a systematic and consistent comparison of the various approaches taken by 

the researchers.  

 

The following information was extracted from the selected articles:  

 

• Author 

• Publication year 

• Social Platform  

• Data/sample size 

• Direct contact with subjects (y/n) 

• Data gathering method 

• Annotation method 

• Machine Learning model + results 

• External validation (y/n) 

• Part of suicide that was assessed (risk, complete suicide, attempt, ideation) 

• Clinical professional involved (y/n) 

• The main goal of the study 
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Results 

 

Study Selection 

 

A total of 1137 records were found in databases searching and an additional 25 records were found 

by searching references of existing systematic reviews on the subject. After removing duplicates, 

922 records were screened from which 66 full-text articles were reviewed. Ultimately, a total of 32 

studies were included in this review. 

 
 

Figure 4. Flowchart of study selection (96).   
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Study Characteristics 

For a comprehensive summary of each study’s essential characteristics, please refer to 

Supplementary Table 1 in the addenda section of this review. The details of these characteristics 

are also elaborated upon below.  

 

Publication Year: 

Figure 5 represents a visualisation of the 

publication years of the studies. The majority of 

the studies, approxamitaley 72%, were 

published from 2020 and onwards with 

relatively fewer papers from 2019 and earlier. 

For year 2023, data remains incomplete 

because the search process was concluded in 

April 2023, with only a limited number of studies 

available online up to that point.  

 

Data: 

The most used social media platform is Twitter, featuring in roughly 69% of the studies (97-118). 

Weibo is the second most used social media platform, featuring in 7 studies (119-125). Instagram, 

Facebook, and other social media platforms such as Tumblr, YouTube and Vkontakte, a Russian 

social media platform, are less frequently used (101) (107) (110) (126) (127) (128). Figure 6 shows 

a visualization depicting the frequency of each social media platform’s usage. Two studies adopted 

a user-centric approach that involved actively identifying and collecting data from multiple social 

media platforms on which a specific user had posted content (107) (127). 

 

If studies did not use an equivalent control group to 

match their study group, the specific individual count is 

provided.  In terms of sample size, it is important to note 

that most studies only looked at isolated individual social 

media postings/messages. Only 15 studies or roughly 

47% took a broader perspective, considering not just the 

content but also linking them to the users behind the 

posts (99) (100) (101) (103) (107) (114) (116) (119) 
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Figure 6. Social media platform usage in included 
studies. 
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(121) (122) (124) (125) (126) (127) (128). The variation in data volume is also quite noticeable, 

ranging from 102 to 4,031,020 postings.  

 

Detailed demographic information about gender or age of users studied was not provided in 

Supplementary Table 1. Out of the included studies, only four studies provided data regarding the 

age of the subjects, with an average age of approximately 26 years within this set of studies (101) 

(121) (126) (128). Similarly, gender distribution information was limited, with just five studies 

mentioning it and indicating an average distribution of roughly 3:1 (female:male) (99) (101) (121) 

(126) (128). 

 

Method: 

In examining the methodology, the first consideration was whether the studies included any form 

of psychological evaluation of the subjects, through a questionnaire or interview. Only five studies 

have mentioned incorporating a psychological evaluation of the subjects (99) (119) (121) (126) 

(128). Four of the included studies incorporated data of people who had attempted suicide or 

passed away due to suicide (101) (107) (122) (127). These studies did not incorporate a 

psychological evaluation.  

 

Regarding the annotation process, a significant portion of the studies, roughly 53%, manually 

annotated the data (97) (98) (100) (102) (104) (105) (108) (109) (111) (112) (113) (114) (115) (117) 

(120) (122) (124). This was carried out by the researchers themselves or by clinicians or 

psychologists. In addition, some studies used automatic linguistic analysis tools, such as LIWC and 

HowNet, or a sentiment analysis tool like VADER (99) (103) (104) (106) (117) (119) (120) (121) 

(122) (123) (125) (126). Notably, LIWC stood out as the most common method among these three 

options. Two studies used pre-analyzed data sourced from previous research (110) (118). One 

study used a neural network to analyze and annotate their data (116). Lastly, four studies did not 

disclose a specific annotation method. Among these, three studies relied on categorizing data 

based on whether the social media user had a personal history of suicide attempts or had passed 

away due to suicide (101) (107) (127). Additionally, one study categorized their data based on the 

results of a user's psychological evaluation (128).  
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The five most common machine learning models used 

are listed in figure 7. Support vector machine was the 

most common machine learning model being used in 15 

studies (98) (100) (102) (108) (109) (112) (113) (114) 

(107) (119) (122) (124) (127) (115) (118). It is important 

to note that many of these studies didn't limit themselves 

to just one model. Instead, they explored multiple 

machine learning models. Seven studies developed 

custom machine learning models, either by building upon 

existing classification models or by combining several 

commonly used machine learning models to create an 

ensemble model (97) (101) (108) (117) (120) (123) (128).  

 

Outcome: 

In terms of study outcomes, 22 studies, or roughly 69%, primarily focused on detecting instances 

of suicidal ideation (97) (98) (100) (102) (103) (104) (106) (108) (110-118) (120) (122) (123) (125) 

(126). Additionally, seven studies solely evaluated suicide risk (101) (107) (109) (119) (124) (127) 

(128). One study took a dual approach, examining both suicidal ideation and suicide risk (121). 

Lastly, two studies addressed suicidality as the core point of their research (99) (105). 

 

Categorization Model: 

Due to heterogeneity of the included studies, a proposed categorization is listed below in figure 8. 

This categorization is not based on existing literature but instead centers around key differences in 

study methodologies. This proposed approach of classifying the studies into groups facilitates the 

comparison of results of all included studies. Figure 9 shows the distribution of the number of 

studies in each group. Group 1 consists of studies that focused on utilizing machine learning to  

  

Figure 7. Machine learning model usage in included 
studies. 

 

Figure 8. Classification of studies into four methodological groups. 
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detect whether a post is a form of suicidal ideation or contains linguistic characteristics related to 

suicide. Studies within group 2 employed machine learning models to detect whether a social media 

user is suicidal or at risk of attempting suicide, based on their social media postings. Similarly to 

group 2, group 3 also attempted to assess the risk of a social media user, additionally employing 

psychological evaluations of users an interview or web-based surveys. In contrast, group 4 consists 

of studies that evaluated the user’s risk of suicide using data from individuals who had previously 

attempted suicide or had passed away due to suicide.  

 

Results of Individual Studies 

In Supplementary Table 2 the best performing model mentioned in each study is listed with its 

corresponding results. The details of all outcomes are discussed per group. 

 

Group 1 

More than half of the studies, about 53%, belong to this group. Out of these studies, only three 

reported an AUC. Baghdadi et al. (2022) reported the highest AUC (97). Employing the BERT 

model, they achieved an AUC, accuracy, and F1-score of 0.911, 0.9606 and 0.9586, respectively. 

Haque et al. (2022) used a Random Forest model to achieve an AUC, accuracy and F1-score of 

0.92, 0.93 and 0.92, respectively (104). Jung et al. (2023), using a Gradient Boosting Machine, 

reported the lowest AUC score at 0.907 and an F1-score of 0.846 (105). When considering 

accuracy and F1-score, Rabani et al. (2020) achieved the highest results in this category (111) 

(112). They reached an accuracy of 0.985 using the Random Forest model and an F1-score of 

0.97 with a Decision Tree model in another study. Rezig et al. (2021) also reported a high accuracy 

of 0.974 using a Logistic Regression model (115). Kancharapu et al. (2022) used an LSTM, while 
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Figure 9. Distribution of studies in each group. 
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Yatapala et al. (2021) employed an ANN, resulting in an accuracy of 0.87 and 0.8676 respectively 

(106) (115). Liu et al. (2022) achieved an accuracy of 0.8061 by using an ensemble model (123). 

O’Dea et al. (2015) used an SVM model while Ramachandran et al. (2020) employed a Logistic 

Regression model, and they achieved an accuracy of 0.76 and 0.763 respectively (109) (113). 

Parraga et al. (2019) reported the lowest accuracy in this category, reaching 0.48, alongside an 

F1-score of 0.87 (110). When looking at F1-score, Bhattacharya et al. (2021) reports the second 

highest F1-score of 0.94 using a GRU/LSTM model (98). Schoene et al. (2022) used a Feature 

GCN and reported an F1-score of 0.91 (117). Kancharapu et al. (2022) and Du et al. (2018) both 

achieved an F1-score of 0.83 using an LSTM and CNN, respectively (102) (106). Liu et al. (2022) 

and Fu et al. (2021) both used an Ensemble Model and achieved an F1-score of 0.792 and 0. 7798, 

respectively (123) (120). Metzler et al. (2022) achieved an F1-score of 0.55 using XLNet, while the 

lowest F1-score was reported by Ramachandran et al (2020) (108) (113).  

 

Group 2 

The highest AUC in this group was achieved by Ramirez et al. (2020) (114). They employed an 

SVM model which resulted in an AUC, accuracy, and F1-score of 0.95, 0.86 and 0.86, respectively. 

The remaining two studies that reported an AUC are from Pan et al. (2023) and Roy et al. (2020), 

where they obtained an AUC of 0.82 with a Logistic Regression model and 0.88 with a Random 

Forest model, respectively (125) (116). Ma et al. (2020) reported both the highest accuracy and 

F1-score, reaching 0.9181 and 0.9154, respectively, using a dual attention-based suicide risk 

model (DAM) (124). Chatterjee et al. (2021) reported a slightly lower F1-score of 0.81 alongside an 

accuracy of 0.87, employing a Logistic Regression model (100). Similarly, Pan et al. (2023) also 

employed the Logistic Regression model, achieving the lowest F1-score of 0.78 (125). Fodeh et al. 

(2019) was the only study within this group reporting their results in specificity and sensitivity, with 

values of 0.839 and 0.912, respectively (103).  

 

Group 3 

The highest AUC and F1-score within this group was achieved by Lekkas et al. (2021) by utilizing 

a consensus ensemble machine learning model (126). They achieved an AUC, accuracy, and F1-

score of 0.755, 0.702 and 0.741, respectively. Ophir et al. (2020) reported an AUC of 0.746 by 

employing a Multi Task Model, while the lowest AUC of 0.48 was achieved by Cheng et al. (2022) 

using an SVM model (128) (119). They also reported a sensitivity of 0.64 and a specificity of 0.32. 

The group’s highest accuracy was achieved by Braithwaite et al. (2016) with an accuracy of 0.919 
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(99). Braithwaite et al. (2016) also reported a high specificity of 0.97 and relatively lower sensitivity 

of 0.53. Finally, Guan at al. (2023) reported the lowest F1-score at 0.35 (121). 

 

Group 4 

Coppersmith et al. (2018) was the only study to report an AUC, achieving an impressive score of 

0.94 through a self-developed model (101). Huang et al. (2014) reached an accuracy of 0.94 by 

using an SVM model, whereas Meraliyev et al. (2021) achieved an accuracy of 0.83 with a 

Multinomial Naïve Bayes model (122) (127). Finally, Mbarek et al. (2022) reported an F1-score of 

0.854 by employing a Random Forest model, while Huang et al. (2014) achieved an F1-score of 

0.683 (107). 

 

Table 3 presents a summary of the mean AUC, Accuracy and F1-score for each group. Group 4 

has the highest mean AUC, achieving a mean AUC of 0.94. It is important to note that only one 

study reported findings in AUC within this group. Group 1 has a mean AUC of 0.9294 and group 2 

and 3 have a mean AUC of 0.8833 and 0.6603, respectively. The mean accuracy scores across all 

four groups are relatively close. Group 4 secures the highest mean accuracy at 0.855, while group 

2 closely follows with a mean accuracy of 0.8827. Group 1 and 3 achieve a mean accuracy of 

0.8396 and 0.8105, respectively. In terms of mean F1-scores, group 2 achieves the highest score 

of 0.8414. Group 1, 4 and 3 record a mean F1-score of 0.7974, 0.7685 and 0.5455, respectively.  

 

   mean AUC mean Accuracy mean F1-score 

Group 1 0.9294 0.8396 0.7974 

Group 2 0.8833 0.8827 0.8414 

Group 3 0.6603 0.8105 0.5455 

Group 4 0.94 0.885 0.7685 

Table 1. Mean AUC, accuracy, and F1-score of each group. 
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Discussion 

The main goal of this review was to explore and analyze existing research on the use of machine 

learning models for the detection of suicidal risk on social media. This review looked at a wide 

variety of studies that investigated suicidality, suicidal ideation, and risk of suicide, offering insights 

into the potential use of machine learning as a tool for timely detecting social media users at risk.  

Most studies succeeded in developing models with relatively high accuracies, yet they differ 

significantly in terms of methodology. The purpose of this discussion is to highlight differences in 

data, methodological considerations, the inherent heterogeneity among the studies and the 

interpretation of study results. Broader implications for public health and ethical considerations are 

also discussed. Lastly, recommendations for future research are proposed, along with an 

assessment of the limitations encountered during the review process.  

 

Data 

Various social media platforms were used as data sources, yet one platform, Twitter, stands out as 

the most used platform. Even though Facebook is the most popular platform with the most active 

users across all age groups, Twitter seems to be a more favored choice for data sourcing. This 

could be explained by the fundamental differences of these platforms. Twitter functions as a 

microblogging platform where users share short, public messages, while Facebook primarily 

focuses on personal interactions among users and has stricter privacy controls, making it more 

challenging to access data. Even though both platforms offered free API access, there are a lot 

more free-to-use third-party applications available for Twitter to collect specific data, which makes 

it easier to source data from Twitter. Weibo was the second most frequently used for data sourcing. 

This is largely because many of the included studies were conducted by Chinese researchers. 

China has banned major social media platforms such as Facebook, Twitter, Instagram, and others, 

which means researchers aiming to access social media data from Chinese population can only 

turn to Weibo. It is also worth noting that popularity of social media platforms changes over time, 

and new platforms can emerge rapidly, as seen with TikTok. Additionally social media platforms 

can alter their policy regarding data usage and API access. For instance, Twitter, now known as X, 

recently ended free access to their API (129). As a result, researchers will now need to pay to 

collect data from Twitter. Given the global differences in social media usage and the evolving nature 

of these platforms, developing a universal system for data collection and creating and evaluating 

machine learning models for social media platforms can become challenging.  
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In Supplementary Table 1 the distinction between social media users and social media postings 

was made because not all studies included users in their dataset. Studies from group 1 solely 

focused on individual postings without linking these postings to the person who created them. Most 

of these studies acquired their dataset by employing specific keywords related to suicide, searching 

through numerous social platform posts. Depending on the chosen keywords, the resulting dataset 

could vary considerably. Additionally, subtler expressions of suicidal thoughts or suicidality could 

potentially be missed and thus remaining absent from the dataset. Other ways of achieving a 

dataset included using pre-annotated datasets from previous research. Studies from group 2, 3 

and 4 did include users in their sample and adopted a more user-centric approach. Nevertheless, 

assembling a dataset of social media users who are either suicidal or have a history of suicide 

attempts poses a considerable challenge. Various approaches were pursued in this regard. Some 

studies examined comments on posts related to the suicide of a public figure, as such posts 

sometimes serve as forums for individuals to express their own suicidal feelings (120) (124). This 

is, however, a highly specific method and may lack generalizability. Another approach involved 

collecting data from social media postings of well-known celebrities who have committed suicide 

(107). This method, while limited in scope due to its focus on a specific small subset of the 

population, also can be criticized since celebrities might behave differently on social media 

compared to the general public due to their public status. Another method included utilizing external 

databases containing data from individuals who have committed suicide. One study made use of a 

project like this called OurDataHelps, which collected social media data to support mental health 

research (101). Conversely, some studies did not actively search for users with suicidal tendencies 

or risks, instead, they took a general sample of users. Subsequently, they did a psychological 

evaluation or manual annotation. Depending on the sample size, this approach could potentially 

yield a dataset that is more representative of the typical user base of a social media platform when 

compared to other methods.  

 

Demographic information plays a vital role when it comes to evaluating the representativeness of 

a sample. Notably, among the 15 studies that adopted a user-centric approach, only six offered 

demographic insights regarding the study population. Four studies provided details on both age 

and gender, while one study only shared information about gender, and another shared information 

about age. The average age reported by the studies that included information about age was 26 

years. Consequently, this research may have overlooked a portion of younger social media users, 

potentially impacting the assessment of at-risk individuals. In terms of gender, on average, females 

were three times more prevalent than males in the studies that provided information about gender. 
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This trend underscores the higher representation of females in these samples, which correlates 

with the fact that females are more likely to experience suicidal ideation. However, it remains crucial 

to work towards achieving a balanced gender distribution, as an equal representation can help 

uncover gender-specific insights and enhance the overall validity and applicability of the findings. 

The limiting reporting of demographic data can be attributed to the challenge of collecting certain 

information without direct contact with the study population, primarily due to information scarcity on 

social media and privacy considerations. Nevertheless, the inclusion of detailed demographic 

information can enhance the interpretation of findings and contribute to a more comprehensive and 

nuanced analysis.  

 

When considering sample size, it is important to note substantial variations among studies. The 

number of postings and social media users used by each study varies a lot. The scale of the dataset 

can greatly affect the learning process of a machine learning model and therefore the outcome of 

the study. Given the novelty of this research, there is currently no established standard sample 

size, and with an almost endless pool of potential social media users and postings, determining the 

correct sample size can be challenging. It's worth noting that a small sample size carries the risk 

of greater data variability and a limited representation of the broader social media platform’s content 

and user base. On the other hand, a sample that is excessively large presents its own set of 

challenges, such as more extensive annotation requirements and the potential risk for the machine 

learning model to capture noise and anomalies rather than general patterns in the data. These 

variations in sample size further complicate the comparability of study outcomes.  

 

Methodological Considerations 

As mentioned previously the methodologies of all included studies are unique. Each study adopted 

a distinct approach to annotating data, assembling, and employing machine learning models and 

reporting the outcomes. This is why an attempt was made to categorize the studies, to facilitate the 

comparison of the results and, more importantly, to discuss the strengths and limitations of each 

approach. In this section of the discussion, the characteristics of each method will be further 

elaborated upon, explaining potential advantages and limitations, while comparing the different 

approaches among the four groups.  

 

Studies falling within group 1 solely focused on examining individual social media postings, 

determining whether machine learning models could accurately classify these postings as suicidal 
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ideation or not. At the outset of the process, data annotation played a key role, especially since 

there was no direct psychological evaluation of the users who created the individual postings.  

 

Most studies performed a manual annotation, a process in which researchers were tasked with 

flagging posts as an expression of suicidal ideation or not. This was accomplished through various 

means, including the utilization of psychological dictionaries to detect suicidal word use or by 

reaching out to psychologists and clinical professionals to help with the annotation process. 

Consequently, the annotation of data exhibited variability and was subject to the annotator’s 

personal experience, making replication of the exact annotation difficult. Some studies made use 

of tools such as LIWC, VADER or TextBlob for annotating their datasets. These tools can analyze 

the sentiment of written text by examining various linguistic elements and patterns. However there 

seems to be a lack of guidelines concerning the minimum number of words needed by these tools 

to provide a consistent and correct analysis. This can prompt questions about whether social media 

postings offer sufficient linguistic context for these tools to provide a valid sentiment analysis. These 

represent various approaches to obtaining an annotated dataset. However, distinguishing whether 

a text genuinely indicates suicidal ideation rather than a sarcastic, non-serious remark, can be 

highly challenging, especially without further context. This challenge persists even with the help of 

professionals or automated programs. Nevertheless, having a consistent and validated method of 

annotating a dataset is very important to assemble a machine learning model capable of correctly 

identifying social media postings expressing suicidal ideation. Additionally, there are other critical 

points to consider in this approach. Firstly, as mentioned earlier, these studies do not link any 

posting to the user who created it. Consequently, a lot of potential context is lost, including whether 

the user frequently expresses other signs that are linked to suicidality. Furthermore, suicidality is a 

very complex phenomenon, leading to questions about whether a single instance of suicidal 

ideation in a post genuinely corresponds to a heightened suicide risk or if it might simply be an 

impulsive form of emotional expression.  

 

While this general method presents an approach with relatively low dimensional data, which can 

lead to more consistent machine learning results, it suffers from a notable deficit of context and 

information. This deficiency makes it difficult to evaluate whether the employed machine learning 

model can be used to correctly detect suicidal ideation or suicidality in social media postings and 

determine whether the social media user is at-risk.  
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Studies within group 2 went a step further, exploring not only isolated postings, but a series of 

posts linked to their respective authors. Taking on this more user-centric approach, these studies 

attempted to develop machine learning models capable of identifying a social media user is suicidal 

or at-risk based on their posts. Given the absence of a psychological evaluation of the users, these 

studies relied on annotation methods similar to those in group 1. Half of these studies manually 

marked users as suicidal idolators or suicidal based on posted content and profile information. 

Additionally, one study utilized a Chinese version of the LIWC tool, and two studies employed 

machine learning models to further analyze social media postings for annotation (103) (125) (116). 

Machine learning can help in efficiently navigating through a large dataset and clustering vast 

datasets and provides a broader perspective for analyzing unannotated data. However, it is worth 

noting that this is highly dependent on the quality and amount of data. Although these models may 

unveil new patterns, it’s essential to validate them before considering them for practical use.  

 

In this group several studies aimed to expand their focus beyond linguistic features related to 

suicide. Notably, two studies included image postings into their dataset, and furthermore, two 

studies delved deeper into leveraging the user-centric approach (124) (114). For instance, 

Chatterjee et al not only examined the mean number of words per posting but also explored other 

user-based characteristics such as time of posting (100). Additionally, Ramirez et al. looked at 

relational characteristics, investigating user interactions through metrics such as number of 

followers and users followed (114). This means that a user-centric approach offers more context 

and information for machine learning models to take advantage of when classifying users. 

Nonetheless, the effectiveness of this method still heavily relies on the quality of data analyzing 

and annotating, given the absence of validated psychological evaluations for individual users.  

 

Studies in group 3 introduced contact with the observed social media users to perform 

psychological evaluations on each user. Various screening tools were used such as the Suicide 

Probability Scale, Depression Anxiety Stress Scales-21, Depressive Symptom Inventory-Suicide 

Subscale, and more. These screening tools can be employed to provide more comprehensive 

clinical insights into individual users, ensuring a more accurate categorization and enhancing the 

quality of training data for machine learning models. Furthermore, this was often combined with the 

LIWC text analysis tool, offering a multitude of features to train the machine learning models with. 

However, it is essential to recognize the potential limitations of these screening tools, particularly 

when they are used without face-to-face interaction. The questionnaires were often deployed as 

online surveys, lacking the context provided by clinical professionals. However, one study 
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conducted an online interview via the examined social media platform, presenting a more personal 

yet labor-intensive approach (128). These limitations might affect the learning data, as its reliability 

hinges on the effectiveness of the psychological screening tool used. As previously noted, the 

development of accurate tools to screen social media users for suicidality depends on obtaining 

correct and validated training data. Furthermore, this method relies on the voluntary participation 

of social media users in research, potentially excluding individuals with depressive symptoms or 

suicidal thoughts who might lack the motivation to participate in these studies.   

 

The last group adopted a different approach compared to the prior three in terms of data sourcing. 

Studies in group 4 collected social media data from individuals who had attempted suicide or had 

passed away due to suicide. Most studies within this group, apart from Huang et al., refrained from 

annotation because the data was already linked to individuals involved in suicide attempts or 

completed suicides. Conversely, Huang et al. did conduct an annotation process, separating true 

suicidal posts from normal posts (122). Their objective was to develop a machine learning model 

that can detect true suicidal posts, which they sourced from confirmed suicidal cases.  

 

This proposed method offers a notable advantage similar to the method of group 3. It does not rely 

on visible expressions of suicidal ideation, but rather enables machine learning models to 

potentially discover subtle patterns and behaviors in the online activities of at-risk individuals. These 

patterns might not be obvious to researchers or linguistic analysis tools. However, the particular 

advantage of this method over that of group 3 lies in its independence from screening tools, which 

might not fully capture all nuanced facets and expressions of suicidality. Screening tools might 

indicate suicide risk without certainty of actual suicide, presenting a potential limitation in 

comparison to the approach of group 4, which directly examines individuals who have attempted 

or committed suicide. Furthermore, it does not hinge on the participation of individuals as it relies 

on a more retrospective approach. However, a significant challenge mentioned by each is the 

scarcity of data. As previously mentioned, assembling a dataset featuring confirmed cases of 

suicide and their corresponding social media data is incredibly difficult. Various methods were 

utilized to obtain such data, including collecting online suicide notes and matching them with social 

media accounts, identifying accounts that publicly disclose suicide attempts on their profile or posts, 

using external databases such as OurDataHelps, employing data from previous research, or 

collecting data from well-known public figures who committed suicide. It’s evident that these 

approaches differ in terms of data’s reliability and representativeness. Additionally, the 
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retrospective nature of this approach might overlook the rapidly evolving landscape of social media 

platforms.  

 

One aspect all studies had in common was the lack of external evaluation of the machine learning 

models. Typically, during model development, a section of the dataset was employed to train the 

model, and another portion was dedicated to assessing its performance. Cross-validation, as 

previously mentioned, plays an important role in determining the model’s validity. Evaluating 

whether the machine learning model remains capable of accurately identifying suicidal ideation or 

suicidality in other data sets is crucial for determining its potential to be deployed in a real-world 

scenario.  

 

When it comes to the machine learning model being used, it is difficult to conclude any trend of a 

more frequently used model in either group. It’s important to note that most studies seem to employ 

and compare various models. This diversity suggests an exploratory approach, testing different 

models for their effectiveness. This highlights the novelty of machine learning technology given that 

there is no golden standard within this field of research.  

 

In summary, the methodologies employed by the four groups vary significantly. While studies from 

group 1 develop machine learning models that can accurately detect text related to suicide, it 

remains a challenge to correctly label it as suicidal ideation without further context. Group 2 faces 

a similar problem, exhibiting advancements by considering patterns in user behavior, primarily 

linked to linguistic markers, yet the classification remains rather subjective and can lack contextual 

information. Group 3 introduces deeper insights through psychological evaluations and offers a lot 

of potential as it explores more clinical context. However, these screening tools might have 

limitations requiring further evaluation for the application in this context. Finally studies within group 

4 examine actual suicidal data showing a lot of potential in developing machine learning models to 

timely detect at risk individuals, but they encounter challenges in acquiring data for model training.  

 

Study Results 

Due to the heterogeneity of the methodologies and performance metrics across all studies, it is 

difficult to compare the outcomes of each study. For example, determining the overall best-

performing machine learning model is difficult, as different studies present different top performing 

models. This can be explained by the fact that the outcome of each model is highly influenced by 
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the training data and model utilization methods, elements that significantly differ between the 

studies. Comparing the mean outcomes of all groups is also a challenge, especially due to the 

variety of performance metrics. While some patterns are observable in mean AUC across the 

groups, suggesting a decreasing trend from group 1 to 3, a lot of studies did not report this metric. 

Furthermore, group 4 still reported the highest AUC, yet this metric was only used by one study. 

The mean accuracy and F1-score did however exhibit no consistent pattern across the groups. 

Notably, studies in group 3 reported relatively lower outcomes in comparison to the other groups. 

This could potentially be attributed to the complex dimensions introduced by the use of 

psychological screening tools. While most studies showed promising results in detecting suicidal 

posts or classifying at-risk users, the heterogenous methodologies and metrics used make it 

challenging to definitively determine conclusions.   

 

Recommendations for Future Research 

As it stands now, there is a lot of potential in developing machine learning models for the 

deployment on social media platforms to detect suicidal ideation or help in identifying suicidal and 

at-risk users, which in term could lead to the development of prevention programs. Yet, more 

research is needed to validate the best approaches. Firstly, increased efforts should be made to 

collect more representative data. This involves gathering data from a wider demographic range, 

including age, gender, and ethnicity, ensuring a more comprehensive understanding of potential 

risk factors and nuances within various social media user groups. Collecting data across multiple 

platforms from a social media platform might help overcome specific platform differences. 

Additionally, more focus on data from confirmed suicidal cases and matched controls, despite its 

challenges, could offer a more robust approach. Furthermore, standardizing annotation protocols 

is vital if an approach requires annotation. Involving clinical professionals such as psychiatrists and 

psychologists can significantly enhance the training data for machine learning models. Current 

research predominantly adopts an informative technological perspective. It is therefore important 

to augment this approach with a more profound clinical perspective in future studies. Using 

validated screening tools might also offer a better chance in correctly categorizing the social media 

users for training data, however more exploratory research might be needed to assess which 

screening tool is most effective in this context. Future research should continue to explore various 

machine learning models, given the absence of a golden standard model, encouraging 

comparisons and assessments. Moreover, more effort is required to employ similar performance 

metrics that facilitate cross-study comparisons. Additionally, validating each model demands 
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external validation using data from different datasets. Lastly, selecting the optimal research focus 

is essential. First of all, more effort is needed to assess whether the developed machine learning 

models can effectively discern expressions of suicidal ideation from neutral or sarcastic postings 

related to suicide. This highly depends on the correct annotation of the dataset. Additionally, further 

exploration is needed to understand the correlation between expressing suicidal thoughts on social 

media and the actual risk of attempting suicide, as critical risk factors beyond social media 

expressions might exist but remain less noticeable. Focusing on endpoints such as suicidality and 

the risk of suicide might offer more definitive outcomes compared to focusing solely on suicidal 

ideation, suggesting stronger foundations for the development of actual screening and prevention 

tools.  

 

Implications and Ethical Considerations 

Using machine learning models for early identification of users at risk of suicide presents the 

potential for the development of automatic screening tools. These tools could serve as the 

foundation for developing preventive programs that aim to identify and assist at-risk users, possibly 

by filtering out harmful content and providing easier access to support resources. However, the 

ethical use of social media data for research demands a thoughtful approach that prioritizes user 

consent and ensures the protection of individual privacy. Additionally, actively influencing the 

behavior of social media users should be approached with caution. Social media platforms currently 

use complex algorithms to influence the behavior of their users, a practice that has received 

substantial criticism. This not only raises serious privacy concerns but also led to legal action 

against companies like Meta, responsible for Facebook and Instagram, over allegations that their 

algorithms negatively affect the mental well-being of adolescents (130). Therefore, it is crucial for 

social media platforms to prioritize the mental health of their users. This situation offers an 

opportunity for collaboration between these platforms and researchers to address the adverse 

impacts of algorithms and strive toward more positive and supportive uses of these technologies.  

 

Limitation of This Review 

Due to the novelty of the topic, this review didn’t implement strict exclusion criteria. This could have 

resulted in the inclusion of studies with very differing methodologies, which might have affected the 

general consistency and comparability of the findings. Consequently, the main purpose of this study 

was to provide a comprehensive overview of existing methods, outlining their various strengths and 

weaknesses, and offering suggestions for future research. The variety in methodologies employed 
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by the included studies might have introduced subjectivity that could have influenced the review’s 

conclusions and recommendations. Additionally, this review’s scope is limited to existing literature 

up to a specific timeframe, while the rapidly evolving nature of social media and technology could 

make the conclusions and recommendations time sensitive.  

Conclusion 

In conclusion, 32 studies that developed and evaluated machine learning models to detect suicidal 

ideation, suicidality or suicide risk were assessed in this review. The wide variety of methodologies 

employed by these studies led to a proposed classification model to understand their diverse 

approaches, highlighting the complexity of using machine learning models to interpret social media 

data to identify at-risk individuals. Current research already provides valuable insights into online 

behaviors associated with suicidality. Nevertheless, although showing substantial potential, further 

exploration and refinement are necessary, especially considering the ethical, privacy and 

representational concerns before considering the deployment of machine learning models as 

screening tools and for the development of preventative projects. This review emphasizes the need 

for more robust and standardized methodologies and diverse, clinically informed approaches to 

fully address the mental health complexities in social media landscapes. 
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K-means, PAM, H. 
single/complete/average

/Ward.D/Ward.D2 

 
 

SI 1 
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Rabani et al. 
(2020) (111) 

 
 
 
 

Twitter 

 
 
 
 
/ 

 
 
 
 

18,756 

 
 
 
 

No 

 
 
 
 

Manual 

Multinomial Naive 
Bayes, Naive Bayes, 

Decision Tree, Logistic 
Regression, SMO, 

Random Forest 

 
 
 
 

SI 1 

 
 
 

Rabani et al. 
(2020) (112) 

 
 
 
 

Twitter 

 
 
 
 
/ 

 
 
 
 

19,523 

 
 
 
 

No 

 
 
 
 

Manual 

 
Logistic Regression, 

Multinomial Naive 
Bayes, SVM, Decision 

Tree 

 
 
 
 

SI 1 

 
 

Ramachandran et al. 
(2020) (113) 

 
 
 

Twitter 

 
 
 
/ 

 
 
 

4,443 

 
 
 

No 

 
 
 

Manual 

SVM, Logistic 
Regression, Random 
Forest, Multinomial 

Naive Bayes 

 
 
 

SI 1 

 
 

Ramirez et al. 
(2020) (114) 

 
 
 

Twitter 

 
 
 

252 

 
 
 

1,214,474 

 
 
 

No 

 
 
 

Manual 

 
Multilayer Perceptron, 
Convolutional Neural 

Network, SVM 

 
 
 

SI 2 

 
 

Rezig et al. 
(2021) (115) 

 
 
 

Twitter 

 
 
 
/ 

 
 
 

193,720 

 
 
 

No 

 
 
 

Manual 

 
SVM, Naive Bayes, 
Logistic Regression, 

Decision Tree 

 
 
 

SI 1 

 
Roy et al. 

(2020) (116) 

 
 

Twitter 

Suicidal 
Ideators: 

283 

Controls: 
2,655 

Suicidal 
Ideators: 
512,526 

Controls: 
3,518,494 

 
 

No 

 
Neural 

Network 

 
 

Random forest 

 
SI + 

Suicide Risk 2 

 
Schoene et al. 
(2022) (117) 

 
 

Twitter 

 
 
/ 

 
 

112,969 

 
 

No 

 
Manual + 

LIWC 

Maximum Entropy 
Classifier, LSTM, 
ALBERT, GCN 

 
 

SI 1 

 
Yatapala et al. 
(2021) (118) 

 
 

Twitter 

 
 
/ 

 
SI: 

4,062 

 
Controls: 

5,144 

 
 

No 

 
Pre-

analyzed 

 
 

ANN, SVM 

 
 

SI 1 

 

Notes: Ref.: reference number, SI: suicidal ideation, LSTM: long short-term memory, LIWC: linguistic inquiry and word count, KNN: K-nearest 

neighbors, NNET: Neural Network, AVNET: averaged random seed neural nets, SVM: support vector machine, SC-LIWC: simplified Chinese 

linguistic inquiry and word count, SCMBWC: simplified Chinese microblog word count, ALBERT: a lite bidirectional encoder representations from 

transformers, GCN: graph convolutional network, SMO: sequential minimal optimization, TF-IDF: term frequency- inverse document frequency, 



 

v 
 

BERT: bidirectional encoder representations from transformers, CNN: convolutional neural network, LDA: latent Dirichlet allocation, LSA: latent 

semantic analysis, NMF: non-negative matrix factorization, VADER: valence aware dictionary for sentiment reasoning, SGD: stochastic gradient 

descent, SVC: stochastic gradient descent, SDM: suicide detection model, DAM: dual attention based suicide risk detection model, PAM: partition 

around medoids, GRU: gated recurrent unit, ANN: artificial neural network
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Supplementary Table 2. Results of individual studies. 

Study ID Result Group 

Author  
(Year) (Ref.) 

Best Performing 
Machine Learning 

Model 

AUC ACC Sens Spec F1  

 
Baghdadi et al. 

(2022) (97) 

 
 

BERT 

 
 

0.9611 

 
 

0.9606 

 
 
/ 

 
 
/ 

 
 

0.9586 1 

 
Bhattacharya 
(2021) (98) 

 
 

GRU/LSTM 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.94 1 

 
Braithwaite et al.  

( 2016) (99) 

 
 

Decision Tree 

 
 
/ 

 
 

0.919 

 
 

0.53 

 
 

0.97 

 
 
/ 3 

 
Chatterjee et al. 

(2021) (100) 

 
 

Logistic Regression 

 
 
/ 

 
 

0.87 

 
 
/ 

 
 
/ 

 
 

0.81 2 

 
Cheng et al.   
(2022) (119) 

 
 

SVM 

 
 

0.48 

 
 
/ 

 
 

0.64 

 
 

0.32 

 
 
/ 3 

 
 

Coppersmith et 
al.  

(2018) (101) 

Word Embeddings, 
Bidirectional LSTM layer, 

Self-Attention Layer, 
Linear layer with softmax 

output 

 
 
 
 

0.94 

 
 
 
 
/ 

 
 
 
 
/ 

 
 
 
 
/ 

 
 
 
 
/ 4 

 
Du et al. 

(2018) (102) 

 
 

CNN 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.83 

 
 
1 

 
Fodeh et al.  
(2019) (103) 

 
 

Decision Tree 

 
 
/ 

 
 
/ 

 
 

0.912 

 
 

0.829 

 
 
/ 2 

 
Fu et al. 

(2021) (120) 

 
Ensemble Model:  

Psychology+ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.7798 1 

 
Guan et al. 

(2023) (121) 

 
Simple Lineair 

Regression 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.35 3 

 
Haque et al. 
(2022) (104) 

 
 

Random Forest 

 
 

0.92 

 
 

0.93 

 
 
/ 

 
 
/ 

 
 

0.92 1 

 
Huang et al 
(2014) (122) 

 
 

SVM 

 
 
/ 

 
 

0.94 

 
 
/ 

 
 
/ 

 
 

0.683 4 

 
Jung et al. 

(2023) (105) 

 
Gradient Boosting 

Machine 

 
 

0.907 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.846 1 

 
Kancharapu et al.  

(2022) (106) 

 
 

LSTM 

 
 
/ 

 
 

0.87 

 
 
/ 

 
 
/ 

 
 

0.83 1 

 
Lekkas et al.  
(2021) (126) 

 
Consensus Ensemble 

Model 

 
 

0.755 

 
 

0.702 

 
 

0.769 

 
 

0.654 

 
 

0.741 3 
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Liu et al.  

(2022) (123) 

 
 

Ensemble Model 

 
 
/ 

 
 

0.8061 

 
 
/ 

 
 
/ 

 
 

0.792 1 

 
Ma et al. 

(2020) (124) 

 
 

DAM 

 
 
/ 

 
 

0.9181 

 
 
/ 

 
 
/ 

 
 

0.9154 2 

 
Mbarek et al.   
(2022) (107) 

 
 

Random Forest 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.854 4 

 
Meraliyev et al. 

(2021) (127) 

 
 

Multinomial Naive Bayes 

 
 
/ 

 
 

0.83 

 
 
/ 

 
 
/ 

 
 
/ 4 

 
Metzler et al. 
(2022) (108) 

 
 

XLNet 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.55 1 

 
O'Dea et al. 
(2015) (109) 

 
 

SVM 

 
 
/ 

 
 

0.76 

 
 
/ 

 
 
/ 

 
 
/ 1 

 
Ophir et al.  

(2020) (128) 

 
 

Multi Task Model 

 
 

0.746 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 3 

 
Pan et al. 

(2023) (125) 

 
 

Logistic Regression 

 
 

0.82 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.78 2 

 
Parraga et al.  
(2019) (110) 

 
 

H. Average 

 
 
/ 

 
 

0.48 

 
 
/ 

 
 
/ 

 
 

0.87 1 

 
Rabani et al. 
(2020) (111) 

 
 

Random Forest 

 
 

0.9972 

 
 

0.985 

 
 
/ 

 
 
/ 

 
 
/ 1 

 
Rabani et al. 
(2020) (112) 

 
 

Decision Tree 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 

 
 

0.956 1 

Ramachandran et 
al. 

(2020) (113) 

 
 

Logistic Regression 

 
 
/ 

 
 

0.763 

 
 
/ 

 
 
/ 

 
 

0.17 1 

 
Ramirez et al.  
(2020) (114) 

 
 

SVM 

 
 

0.95 

 
 

0.86 

 
 
/ 

 
 
/ 

 
 

0.86 2 

 
Rezig et al.  
(2021) (115) 

 
 

Logistic Regression 

 
 
/ 

 
 

0.974 

 
 
/ 

 
 
/ 

 
 
/ 1 

 
Roy et al.  

(2020) (116) 

 
 

Random Forest 

 
 

0.88 

 
 
/ 

 
 
/ 

 
 
/ 

 
 
/ 2 

 
Schoene et al. 
(2022) (117) 

 
 

Feature GCN 

 
 
 / 

  
 
/ 

 
 
 / 

 
 
 / 

 
 

0.91 1 

 
Yatapala et al. 
(2021) (118) 

 
 

ANN 

 
 
/ 

 
 

0.8676 

 
 
/ 

 
 
/ 

 
 
/ 1 

 

Notes: ACC: accuracy, Sens: sensitivity, Spec: specificity, F1: F1-score 


