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delen ervan te kopiëren voor persoonlijk gebruik. Elk ander gebruik valt onder de beperkingen

van het auteursrecht, in het bijzonder met betrekking tot de verplichting uitdrukkelijk de bron

te vermelden bij het aanhalen van resultaten uit deze scriptie.

The author and promoter give the permission to use this thesis for consultation and to copy

parts of it for personal use. Every other use is subject to the copyright laws, more specifically

the source must be extensively specified when using results from this thesis.

Gent, May 31, 2024

The author,

Lies Vervaet

The promotor,

prof. dr. ir. Eveline Volcke

The tutors,

dr. ir. Laurence Strubbe dr. Paula Carrera Fernández



ACKNOWLEDGMENTS

First, I would like to express my gratitude to my promotor, Professor Eveline Volcke. Your

passion for wastewater treatment has intensified my interest and inspired me to explore the

possibilities within this field further. Your insightful feedback during our progress meetings and

your questions have elevated my work to a higher level, encouraging me to delve deeper. Thank

you for your support and guidance.

I am also thankful to my tutor, Laurence Strubbe, for the support and feedback throughout

my thesis. Despite the distance from Switzerland, your willingness to stay involved and provide

quick responses to my questions was very appreciated.

A thank you goes to my other tutor, Paula Carrera Fernández, for our conversations during the

second semester. These discussions challenged me to rethink parts of my research, leading to

interesting insights.

To Emile, my boyfriend, thank you for being my bright source of positivity and for your support

and understanding during this hectic year.

Finally, I would like to dedicate this thesis to my parents. Papa, thank you for being my rock

these past five years. I truly do not know where I would be today without your constant support

and encouragement. Mama, no words can describe how much I wish you were still with me to

give me your thoughtful advice that always helped to reassure me. This thesis is written with

you close in my heart and memory. Dit is voor jullie.

i





CONTENTS

Contents iv

Abstract v

Samenvatting vii

Introduction xiii

1 Literature review 1
1.1 Biological wastewater treatment systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 A brief history . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Bioconversions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 Continuous wastewater treatment systems . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3.1 Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3.2 Continuous reactor configurations . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3.3 Process control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.4 Sequencing batch reactors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.4.1 Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.4.2 Process control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.4.3 Full-scale application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.1.5 Aerobic granular sludge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Gas-liquid mass transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.2.1 General principles and physical background . . . . . . . . . . . . . . . . . . . . . . 15
1.2.2 Oxygen mass transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2.2.1 Aeration system characteristics . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.2.2 Oxygen uptake rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.2.3 Carbon dioxide mass transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3 Applications of off-gas analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.3.1 Off-gas analysis: advantages and challenges . . . . . . . . . . . . . . . . . . . . . . 25
1.3.2 Monitoring of aeration characteristics . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3.3 Monitoring of greenhouse gas emissions . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3.4 Monitoring of influent composition and reactor conversions . . . . . . . . . . . . . 27
1.3.5 Potential of process control with off-gas analysis . . . . . . . . . . . . . . . . . . . 27

1.4 Conclusions literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.5 Thesis objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2 Materials and Methods 31
2.1 System under study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.1.1 Influent composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.2 Sequencing batch reactor cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Research outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1 Reference case: model validation and process performance . . . . . . . . . . . . . . 33
2.3.2 Detecting the end of nitrification: strategy validation . . . . . . . . . . . . . . . . . 33
2.3.3 Closed loop analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.4 Influence of influent characteristics on detection strategy robustness . . . . . . . . 35

2.3.4.1 Constant influent conditions . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.4.2 Dynamic influent conditions . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.5 Detecting the end of denitrification: strategy development . . . . . . . . . . . . . . 36

iii



3 Results and discussion 37
3.1 Reference case: model validation and process performance . . . . . . . . . . . . . . . . . . 37
3.2 Detecting the end of nitrification: strategy validation . . . . . . . . . . . . . . . . . . . . . 40
3.3 Closed loop analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.1 Closed loop implementation and strategy adaptation . . . . . . . . . . . . . . . . . 45
3.3.2 Open loop versus closed loop: benefits . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4 Influence of influent characteristics on detection strategy robustness . . . . . . . . . . . . 50
3.4.1 Constant influent conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2 Dynamic influent conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 Detecting the end of denitrification: strategy development . . . . . . . . . . . . . . . . . . 57

4 Conclusions and perspectives 61

Bibliography 65

Appendix A Influent composition 77

Appendix B Model description 79

Appendix C Results and discussion: extra figures 89



ABSTRACT

The wastewater treatment sector continuously aims to minimize operating costs by optimizing

treatment time and reducing energy consumption. Efficient control of the treatment processes

is an important factor in achieving this objective.

This thesis delves into the control of a sequencing batch reactor (SBR) for biological wastewater

treatment. Typically, SBR operation is controlled through liquid-phase measurements of pollu-

tants such as ammonium and phosphate, or indirect parameters such as pH and dissolved oxygen.

However, literature suggests that analysing compounds in the off-gas (e.g. oxygen and carbon

dioxide) could also provide insights into biological processes in the reactor. Consequently, off-gas

analysis emerges as a potential complement to or substitute for liquid-phase measurements for

efficient control of SBRs.

In this context, this thesis explored the potential of off-gas analysis for process control in an

SBR. The control of both the aerobic and the anoxic phase was assessed through modelling

and simulation in Matlab/Simulink. A strategy to detect the end of nitrification based on the

analysis of the oxygen and carbon dioxide off-gas concentrations was validated and adapted.

The detection strategy was then applied to actually control the aerobic phase length following

nitrification endpoint detection. This resulted in reductions in the aerobic phase length and thus

energy savings in the treatment of municipal wastewater with a constant composition. However,

the strategy did not show fully robust when testing a wider range of influent compositions and a

dynamic influent. Further research is required in order to adapt the detection strategy to cope

with variable conditions.

Furthermore, a detection strategy was developed to identify the end of denitrification in the

anoxic phase. Relative changes in carbon dioxide and nitrogen off-gas concentrations could be

linked to the end of denitrification, marking a first step in developing a strategy to control the

length of the anoxic phase.

Overall, this thesis demonstrated the potential of off-gas analysis for controlling sequentially

operated processes in the aerobic and anoxic phase. The study yielded valuable insights and

revealed options and bottlenecks for the practical implementation of off-gas analysis for biological

wastewater treatment control.
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SAMENVATTING

De waterzuiveringssector streeft steeds naar minimale operationele kosten door de behandelings-

tijd van het afvalwater te optimaliseren en het energieverbruik te verminderen. Efficiënte controle

van de zuiveringsprocessen is een belangrijke factor om dit doel te bereiken.

Deze thesis focust op de controle van sequential batch reactoren (SBR), een mogelijke configuratie

om afvalwater biologisch te behandelen. Processen in een SBR worden vaak gecontroleerd door

het monitoren van verontreinigingen (bv. fosfaat of ammonium) of indirecte parameters (bv.

pH of opgeloste zuurstof) in de vloeistoffase. Literatuur toont echter aan dat concentraties in de

off-gas (gasstroom die de reactor verlaat) gelinkt kunnen worden aan biologische processen in de

vloeistoffase. Hierdoor zou analyse van de off-gas fase aangewend kunnen worden om biologische

processen te controleren, dit als aanvulling of ter vervanging van metingen in de vloeistoffase.

In deze thesis werd het potentieel van off-gas analyse om processen in een SBR te controleren

onderzocht. De controle van zowel de aerobe als anoxische fase werd onderzocht aan de hand

van modellering in Matlab/Simulink. Een detectiestrategie gebaseerd op de meting van zuurstof

en koolstofdioxide concentraties in de off-gas werd gevalideerd en aangepast om het einde van

nitrificatie te detecteren. Vervolgens werd deze detectiestrategie toegepast om de lengte van de

aerobe fase te sturen door deze te beëindigen bij het detecteren van het einde van nitrificatie.

De tijdsduur van de aerobe fase werd zo sterk gereduceerd wat resulteerde in verminderde

energieconsumptie bij de behandeling van huishoudelijk afvalwater met een constante samen-

stelling. Echter, de detectiestrategie was niet volledig robuust voor een reeks van verschillende

constante influentsamenstellingen en een dynamische influent. Dit gaf aan dat verder onderzoek

noodzakelijk is om de strategie aan te passen aan meer variabele omstandigheden.

Verder werd een detectiestrategie ontwikkeld om het einde van denitrificatie in de anoxische fase

te identificeren. Veranderingen in de koolstofdioxide en stikstof off-gas concentraties werden

gekoppeld aan het einde van het denitrificatieproces. Zo werd een eerste stap gezet in de

ontwikkeling van een strategie om de lengte van de anoxische fase te controleren.

Deze thesis toonde het potentieel van off-gas analyse aan om processen in de aerobe en anoxische

fase van een SBR te controleren. Het onderzoek leverde waardevolle inzichten op en suggereerde

ook verdere onderzoeksmogelijkheden om off-gas analyse in de praktijk te implementeren in de

toekomst.
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SYMBOLS

a transfer area per volume of liquid [m2.m−3]

A area [m2]

CAG concentration in the gas bulk phase [g.m−3]

CAGi gas concentration in the gas-liquid interface [g.m−3]

CAL concentration in the liquid bulk phase [g.m−3]

CALi liquid concentration in the gas-liquid interface [g.m−3]

C∗
AL saturation concentration in the bulk liquid phase [g.m−3]

Ci concentration of compound i [g.m−3]

C∗
i saturation concentration of compound i [g.m−3]

Di diffusivity of compound i [m2.s−1]

F fouling factor [−]

Hi Henry’s law constant for compound i [(g.m−3-gas/g.m−3-liquid]

kG gas-phase mass transfer coefficient [m.h−1]

kL liquid-phase mass transfer coefficient [m.h−1]

KL overall liquid-phase mass transfer coefficient [m.h−1]

kLai volumetric mass transfer coefficient of compound i [h−1]

K equilibrium constant [mol.m−3]

Mi molecular weight of compound i [g.mol−1]

P power [kW]

pGatm atmospheric pressure [Pa]

qA,G rate of mass transfer through the gas phase [g.m−3.h−1]

qA,L rate of mass transfer through the liquid phase [g.m−3.h−1]

qA overall liquid-gas mass transfer rate [g.m−3.h−1]

Q volume flow rate [m3.h−1]
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T temperature [◦C]

V volume [m3]

W mass flow rate [g.h−1]

xi molar fraction of compound i [−]

α alpha factor [−]



ABBREVIATIONS

AE aeration efficiency

AEN aeration energy

AGS aerobic granular sludge

AOB ammonium oxidizing bacteria

COD chemical oxygen demand

CPR carbon dioxide production rate

CSTR continuous stirred tank reactor

CTR carbon dioxide transfer rate

DO dissolved oxygen

NOB nitrite oxidizing bacteria

OHO ordinary heterotrophic organisms

ORP oxidation reduction potential

OTE oxygen transfer efficiency

OTR oxygen transfer rate

OUR oxygen uptake rate

PAO phosphate accumulating organisms

PHA polyhydroxylalkanoate

PP polyphosphate

SBR sequencing batch reactor

sOTR standard oxygen transfer rate

SRT sludge retention time

VFA volatile fatty acids

VER volume exchange ratio
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INTRODUCTION

Wastewater treatment plays a critical role in safeguarding aquatic ecosystems against eutrophi-

cation and harmful compounds, and protecting human health. Achieving this requires compliance

with stringent effluent criteria through a combination of treatment methods including biological,

physical and chemical processes.

In a biological treatment process, microorganisms degrade pollutants in the influent, converting

them into compounds safe for release into the environment. The most common biological process

is the activated sludge process, predominantly operated within continuous flow reactors or

sequencing batch reactors (SBRs). Maintaining optimal conditions (aerobic/ anoxic/ anaerobic)

for the biomass is crucial for efficient pollutant removal. Moreover, minimizing operational costs

by optimizing treatment duration and energy usage is important, particularly during aerobic

processes. Aeration energy constitutes a significant part of the overall energy consumption

during treatment, making up 45 to 75 % of the total energy costs (Rosso et al., 2008).

These requirements can be met by efficient control of the treatment plant. Control involves

continuous assessment of some system parameters (e.g. ammonium concentration, pH) to

evaluate system performance and to adjust the process if necessary, such as by changing the

aeration rate. Nowadays, such measurements mostly occur in the liquid phase. These liquid

measurement sensors demand frequent maintenance due to their exposure to liquid-phase pollu-

tants. This maintenance is crucial to have accurate measurements, given the substantial effect

of efficient control on operation and costs.

A possible alternative for liquid-phase measurements is monitoring the off-gas flow from waste-

water treatment plants. This is the gas flow that leaves the reactor, primarily consisting of the

remaining aeration flow supplied during the aerobic phases. Literature suggests that analysing

oxygen and carbon dioxide concentrations in the off-gas stream could provide insights into

biological processes occurring in the liquid phase (Hellinga et al., 1996; Leu et al., 2010; Baeten

et al., 2021). As off-gas measurement technology will become more prevalent in the coming years

to monitor greenhouse gasses, incorporating additional measurements of oxygen and carbon

dioxide concentrations would only be a limited extra investment.

This thesis explores the potential of off-gas measurements as a complement to or a substitute

for liquid-phase measurements to monitor and control biological wastewater treatment processes

in an SBR. More specifically, it is investigated whether variations in the oxygen and carbon

dioxide off-gas profiles can be linked to the end of nitrification in aerobic phases and the end

of denitrification in anoxic phases. Throughout the study, emphasis will be mostly placed on

detecting the end of nitrification, which would allow to define the end of aeration accurately,

thereby minimizing unnecessary aeration energy losses.
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The thesis starts with a literature review in Chapter 1. First, the characteristics of biological

wastewater treatment in continuous flow reactors and SBRs are discussed, followed by an

overview of off-gas analysis fundamentals and applications in wastewater treatment. Chapter 2

explains the model setup for simulating SBR operation together with the off-gas flow. Additionally,

the different steps in this thesis to assess the feasibility of off-gas analysis for control purposes are

outlined. Chapter 3 presents the results together with a thorough discussion. Finally, Chapter

4 provides conclusions and recommendations for further research.



1. LITERATURE REVIEW

In this chapter, biological wastewater treatment systems and the application of gas-liquid mass

transfer principles during this treatment are discussed. The operation and process control of

both continuous systems and sequencing batch reactors are studied in Section 1.1. Section 1.2

introduces the fundamental principles of gas-liquid mass transfer, with a detailed discussion on

oxygen and carbon dioxide mass transfer. The applications of off-gas analysis are addressed in

Section 1.3. Section 1.4 concludes this literature review and Section 1.5 defines the objectives

for this thesis.

1.1 Biological wastewater treatment systems

1.1.1 A brief history

Effective wastewater treatment is important for safeguarding public health and preserving an

optimal environment. Already in ancient Roman times, there was a recognition of the health

risks and nuisance associated with wastewater, leading to the development of an extensive sewer

network across the Empire (Chen et al., 2020). However, in most historical periods, wastewater

was not dealt with. It took until the 19th century, when large cities began to emerge due to the

Industrial Revolution, that sewage systems were gradually implemented in response to pressing

hygiene issues and disease outbreaks (Nathanson and Ambulkar, 2023). Initially, wastewater

was only collected and discharged in nearby water bodies. Given the high levels of pollution in

this untreated wastewater, research into wastewater treatment methods also started toward the

end of the 19th century (Lofrano and Brown, 2010).

Numerous treatment methods were developed and tested. Anaerobic systems, such as septic

tanks, gained popularity in the late 19th century and early 20th century (Lofrano and Brown,

2010). However, their efficiency was limited. The first research into aeration in order to

enhance treatment commenced in 1882. It was hypothesized that oxygen might mitigate odours

associated with anaerobic conditions (Alleman and Prakasam, 1983). In the initial years,

aeration did not yield substantial improvements. It was only when Ardern and Lockett, two

students in Manchester, retained the flocculant solids in the tank for a longer duration rather

than discarding them after 1 cycle, that higher efficiencies were obtained (Alleman and Prakasam,

1983). This marked the beginning of the well-known activated sludge process.

Ardern and Lockett’s experiments were conducted using a fill-and-draw approach, which is still

applied in SBRs (Orhon, 2015). However, as treatment facilities grew in size following the

discovery of the activated sludge process, there was a rapid shift toward continuous operation.
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In the beginning of the 20th century, knowledge and tools for process control were limited,

and batch-wise operation required significant operator attention involving for example valve

switching and precise timing. Hence, continuous operation was preferred. Consequently, all

large municipal treatment plants were constructed in a continuous configuration at that time

(Irvine et al., 1983).

In the subsequent years, continuous treatment methods were further developed, while batch-wise

operations were somewhat forgotten. It was during the 1970s that environmental concerns

gained attention, leading governments to formulate policies (Kurrer and Lipcaneanu, 2023).

These stricter effluent regulations placed pressure on both industries and researchers to enhance

continuous processes or explore alternative treatment techniques. Consequently, the traditional

fill-and-draw systems were looked into again. Irvine and Busch (1979) stated that batch-wise

operation was now a viable alternative due to the availability of improved process control

technologies such as motorized valves, electronic timers, sensors etc. The periodic operation

of sequencing batch reactors offered several advantages over the conventional activated sludge

process, as will be explained in Section 1.1.4.3. In the following decades, research increasingly

focused on batch-wise operated treatment, and nowadays, this treatment technique is frequently

employed in industrial applications such as the pharamaceutical, chemical and textile sector

(Rania and Singha, 2020), as well as in municipal treatment plants.

1.1.2 Bioconversions

During biological wastewater treatment, pollutant removal is performed by microorganisms.

These mostly exist as activated sludge flocs, which is the most conventional form in wastewater

treatment. These microorganisms are specialized in the removal of organic matter (expressed

in chemical oxygen demand (COD)), nitrogen or phosphorus. A summary of the biological

reactions is given in Table 1.1. It has to be noted this is a schematic overview, the stoichiometry

is thus not correct.

Organic matter is degraded both in the aerobic and anoxic phase, with O2 or NO3
– as electron

acceptor, respectively. In the influent, nitrogen primarily exists in the form of ammonium,

which undergoes a transformation into nitrate during the aerobic phase through the process

of nitrification. In the subsequent anoxic phase, the nitrate is converted into nitrogen gas

(N2). Phosphorus is removed by the phosphate-storing PAO. During the anaerobic phase,

phosphate is released due to the breakdown of intracellular polyphosphate (PP). The energy

released during this breakdown is used for storing volatile fatty acids (VFAs) in the form of

intracellular polyhydroxylalkanoates (PHAs). In the subsequent aerobic and anoxic phases,

these PHAs serve as an energy source for growth and the resupply of PP. As growth occurs,

more PP becomes necessary, leading to the uptake of more phosphate than what was initially

released in the anaerobic phase. By wasting part of the PAO biomass, phosphate removal is

facilitated from the reactor (Mino et al., 1998).
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1. Literature review

Table 1.1: Overview of reactions during biological treatment under aerobic, anoxic and anaerobic conditions.
The groups of microorganisms responsible for the reaction are given in the last column: ordinary heterotrophic
organisms (OHO), ammonium oxidizing bacteria (AOB), nitrite oxidizing bacteria (NOB) and phosphate
accumulating organisms (PAO) (Metcalf & Eddy et al., 2014; Lopez-Vazquez et al., 2020a; Yuan et al., 2012).
Abbreviations: polyhydroxylalkanoate (PHA), polyphosphate (PP) and volatile fatty acids (VFA).

Aerobic

Function Reaction Group

Organic matter removal COD+O2 + nutrients −−→ CO2 + biomass + other end products OHO

Nitrification NH4
+ +O2 +CO2 −−→ NO3

– +H+ +H2O+ biomass AOB & NOB

Phosphate uptake PO4
3– +O2 +PHAintracellular −−→ PPintracellular + biomass PAO

Anoxic

Function Reaction Group

Denitrification NO3
– +COD −−→ N2 +CO2 +H2O+ biomass OHO

Phosphate uptake & PO4
3– +NO3

– +PHAintracellular −−→ PPintracellular + biomass PAO

denitrification

Anaerobic

Function Reaction Group

Phosphate release VFAbulk liquid +PPintracellular −−→ PO4
3–

bulk liquid +PHAintracellular PAO

1.1.3 Continuous wastewater treatment systems

1.1.3.1 Operation

A continuous flow reactor is characterized by a continuous flow of influent and effluent respectively

in and out of the system while maintaining a constant volume (Bukhtiyarova et al., 2023). The

continuous flow within the reactor can be classified by different hydraulic regimes: the continuous

stirred tank reactor (CSTR), the plug flow reactor or the dispersed flow reactor (Von Sperling,

2002). In a CSTR, it is assumed that the contents of the tank are perfectly mixed, so the

effluent concentrations are the same as those inside the tank. This differs in a plug flow reactor,

where the flow is segmented into ’plugs’, each with its own concentration. Within each plug

there is internal mixing, but not between different plugs, causing concentrations in a plug flow

reactor to vary depending on their position in the reactor (Mettler Toledo, sd). While a CSTR

and plug flow reactor represent idealized cases of the hydraulic regime, a disperse flow model is

a more generic representation that aligns better with reality. However, when characterizing a

continuous flow reactor, designers prefer the idealized regimes as they simplify calculations.

1.1.3.2 Continuous reactor configurations

The necessary environmental conditions for the biological reactions are created by the use of a

series of tanks (Grady Jr et al., 2011). Various configurations can occur, depending on the specific

nutrient removal requirements. These configurations involve different sequences of anaerobic,

3



anoxic and aerobic conditions, as well as diverse recycling strategies. Three main configurations

are given below:

• MLE (modified Ludzak-Ettinger) - This configuration is applied when only nitrogen

has to be removed. It includes one anoxic tank and one aerobic tank; with a recirculation

flow from the aerobic to the anoxic tank to ensure effective removal of nitrate formed in

the aerobic tank (Ekama and Wentzel, 2020; Grady Jr et al., 2011).

• Phoredox (A/O) - This configuration is applied when only phosphorus has to be removed.

An anaerobic tank is followed by an aerobic tank (Lopez-Vazquez et al., 2020a).

• Anaerobic/anoxic/oxic (A2/O) - This configuration is applied when both nitrogen and

phosphorus have to be removed. It involves a sequence of an anaerobic, anoxic and aerobic

tank, with a recirculation flow from the aerobic to the anoxic tank for nitrate removal. The

lay-out of the A2/O configuration can be seen in Figure 1.1 (Lopez-Vazquez et al., 2020a).

Figure 1.1: Continuous flow configuration for COD removal, nitrification/denitrification and enhanced phosphorus
removal (A2/O) - adapted from Lopez-Vazquez et al. (2020a).

Before the influent enters the tanks, it passes often through a primary settler where part

of the particulate COD is removed. This lowers the energy demand for subsequent organic

matter removal. However, attention has to be paid that sufficient COD is still present for

the denitrification process (Patziger et al., 2016). Before discharge of the effluent, there is

also a secondary settler to allow the suspended activated sludge to settle and to clarify the

stream. The settled sludge is partially recycled back into the reactor (in the anaerobic or anoxic

tank (Grady Jr et al., 2011)) to maintain the biomass quantity in the system, while the other

part is wasted. This wastage should be accurately controlled to preserve a good substrate to

microorganism ratio in the tanks (Pitman, 1991; Ma et al., 2006).

1.1.3.3 Process control

In order to effectively manage variations in influent composition and quantity while maintaining

a high-quality effluent, several control strategies are typically implemented. One of the most

commonly applied control strategies is for maintaining the level of dissolved oxygen by aeration.

An optimal dissolved oxygen (DO) level is essential for the activity of microorganisms in the

aerobic tank. However, since aeration consumes a significant amount of energy, the DO level

4



1. Literature review

should not be higher than required. Therefore aeration control can be applied by a predetermined

setpoint of the DO or an adjusting setpoint based on a continuous measurement of the ammonium

load in the aerobic tank (Vilanova et al., 2011; Newhart et al., 2020).

The degree of denitrification in the anoxic tank can be controlled by the internal recirculation flow

of nitrate or external COD addition (Vilanova et al., 2011). The degree of nitrate recirculation

can be determined based on nitrate measurements at the outlet of the anoxic zone and a specified

setpoint. A limiting factor of denitrification can be the absence of biodegradable COD, therefore

external COD can be added if nitrate measurements exceed the desired levels (Yuan et al., 2002).

1.1.4 Sequencing batch reactors

1.1.4.1 Operation

The sequencing batch reactor (SBR) is a fill-and-draw biological system employed in wastewater

treatment. In this system, wastewater is introduced into a single reactor, where all reactions

(aerobic, anoxic and anaerobic) as well as settling, occur during a certain time period (Morgenroth

and Wilderer, 1998). To be able to process wastewater in a continuous way, two or more reactors

can be used in parallel (Shammas and Wang, 2009). All reactions are similar to continuous flow

treatment as described in Section 1.1.2, except they occur sequentially over time rather than

space.

A time cycle of the SBR is typically divided in 5 phases: fill, reaction, settling, draw and idle

(Figure 1.2) (Arora et al., 1985). Figure 1.2 makes a distinction between sludge wastage and

the drawing of treated water during the draw phase. The duration of all phases can either be

fixed or adjusted according to varying loading conditions or effluent requirements.

Figure 1.2: Phases in an SBR cycle - adapted from Morgenroth and Wilderer (1998)
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Fill phase

In the fill phase, raw wastewater is introduced into the reactor, usually alongside a volume of

water and biomass remaining from the previous cycle. There are three methods of filling (Dutta

and Sarkar, 2015):

• Static fill: influent wastewater is fed without mixing or aeration. It creates a high

food-to-microorganism ratio, promoting the growth of PAO.

• Mixed fill: influent wastewater is mixed with the remaining biomass, without aeration.

This creates anoxic conditions suitable for denitrification of nitrate in the residual water

from the previous cycle.

• Aerated fill: influent wastewater is mixed with the remaining biomass and aeration is

applied. This stimulates nitrification and COD removal, aerobic biological reactions.

Reaction phase

The reaction phase is an extension of the fill phase, where the biochemical conversions initiated

during filling are completed. The specific reactions are controlled by aeration, creating anaerobic,

anoxic or aerobic conditions (Alattabi et al., 2017). Turning aeration on and off, provides

the appropriate conditions for nitrification, denitrification and phosphorus removal (Singh and

Srivastava, 2011).

Originally, the approach for efficient nitrogen, phosphate and COD removal involves a single

cycle of an anaerobic phase, followed by an aerobic phase and ended with an anoxic phase

(Freitas et al., 2009; Liu et al., 2020). However, challenges arise when dealing with high influent

nitrogen concentrations (i.e. low COD/N), which demand a large amount of organic matter

during denitrification. Often, the rapidly biodegradable COD is depleted during the anaerobic

and aerobic phases, resulting in a shortage of COD in the anoxic phase and, consequently, high

nitrate concentrations in the effluent (Puig et al., 2004). External COD addition during the

anoxic phase is a potential solution for this issue, although it comes with a significant operational

cost. Therefore, an alternative sequence is frequently used: after the anaerobic phase, the aerobic

and anoxic phases are alternated with additional feeding during the anoxic phase (Lin and Jing,

2001). During this additional feeding, the carbon sources needed for denitrification of nitrate

formed in the aerobic period, are provided in the following anoxic period (Guo et al., 2007).

Settling phase

In the settling phase sludge is allowed to settle for a predefined period (Artan et al., 2001).

This quiescent settling yields better effluent quality compared to continuous treatment, where

settling is hindered by a continuous in- and outflow (Dutta and Sarkar, 2015).
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Draw phase

During the draw phase, the clear supernatant in the tank is discharged. Not all clarified effluent

is drawn, some remains in the reactor for the next cycle to convert the remaining nitrate during

denitrification (Shammas andWang, 2009). The percentage of drawn effluent to the total effluent

volume in the reactor is defined as the volume exchange ratio (VER). Additionally, excess sludge

is removed during this phase (Singh and Srivastava, 2011).

Idle phase

The idle phase is defined as the period between the ending of the draw phase and the beginning of

the fill phase of the next cycle (Morgenroth and Wilderer, 1998). This time period is necessary,

either when wastewater is not readily available or to facilitate a smooth operation of multiple

reactors.

1.1.4.2 Process control

To obtain a good effluent quality and reduce power consumption, efficient control of the different

phase lengths during the operation of an SBR plant is important. SBRs were reintroduced

in the 1970s, as mentioned in Section 1.1.1, attributed to the improvements in automation

technology. During that period, the prevalent approach was fixed-time control, where the

duration of each phase is predetermined based on the average influent characteristics and the

wastewater treatment system. However, with the ongoing advancements in instrumentation,

control and automation, real-time control has become a viable option nowadays (Yang et al.,

2010). An overview of these control strategies can be seen in Figure 1.3.

Figure 1.3: History of development control strategies - adapted from Yang et al. (2010)

As implied by its name, fixed-time control is incapable to take into account fluctuations in

influent quality and quantity as the length of the phases remain constant throughout plant

operation (Yang et al., 2010). Consequently, real-time control could become the preferred option.

Based on real-time measurements of the influent/effluent quality or quantity, it becomes feasible

to adapt the phase lengths if necessary (Schilling et al., 1996). With real-time control, operators
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can achieve significant energy and time savings in comparison to fixed-time control (Won and

Ra, 2011).

Among the real-time control options, there exist multiple control strategies. Figure 1.3 depicts

two of them: feedback control and intelligent control. Feedback control is more common, but

the emergence of AI has increased research into intelligent control (Yang et al., 2010). Intelligent

control is able to reproduce characteristics of human intelligence: the system can adapt itself

and learn from additional information, it can cope with high uncertainty and process large

amounts of data (Koutsoukous and Antsaklis, 2000). Furthermore, intelligent control is able to

work with symbolic, vague, or incomplete data, which is often the case in wastewater treatment

plants (Manesis et al., 1998). The review paper of Wang et al. (2023) states that some intelligent

models have been successfully applied in an experimental setting. However, in the field intelligent

control is not commonly applied. The application of intelligent control is limited by for example

its big data demand for machine learning, poor model reproducibility and lack of standardization

and comparison at the moment. In addition, they have a high cost and require a lot of technical

knowledge (Fox and Clifford, 2018).

Feedback real-time control is more often applied (Zanetti et al., 2012; Paul et al., 1998; Fatone

et al., 2008; Fox and Clifford, 2018). This control strategy can be classified based on the sensor

measurements, distinguishing between direct and indirect control. In the case of direct control,

pollutant concentrations (COD, ammonium, phosphate, nitrate etc.) are directly measured in

the liquid phase. Control decisions are mostly made by considering the absolute values of these

variables. However, these direct sensors have a high cost, complex operation and require frequent

maintenance (Yang et al., 2010). The other option is indirect control, where variables related

to the pollutants are assessed. Profiles of these indirect measurements can reveal fluctuations

in biological processes (Zanetti et al., 2012). Examples of such variables are pH, oxidation

reduction potential (ORP), DO and conductivity (Andreottola et al., 2001). Indirect feedback

control primarily relies on relative changes in the profile of these variables, thereby avoiding

the issue of unreliable absolute values (Pavšelj et al., 2001). Moreover, these indirect sensors

are easier to use, robust and inexpensive compared to direct sensors (Dries, 2016; Olsson et al.,

2005).

Below, a discussion follows about the profiles of these indirect variables, how they are related

to the biological processes and how they can be used for control. Phase length control in an

SBR is often based on the endpoints of nitrogen removal (nitrification and denitrification), as

this is a key part of wastewater treatment (Li et al., 2019). Figure 1.4 provides a schematic

overview of the considered variables for a cycle with initial feeding before the anaerobic phase

and additional feeding in the anoxic phase as explained in Section 1.1.4.1.

pH

The pH shows clear variations during the different operating phases of an SBR (Figure 1.4). At

the start of the anaerobic phase a decline in pH is observed, attributed to phosphate release

by the PAO and hydrolysis of organic matter (Comeau et al., 1987; Li et al., 2008). The pH

stabilizes towards the end of the anaerobic phase when the phosphate release ceases. The start
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of the aerobic phase is marked by a turning point in the pH profile. Initially, the pH rises due

to CO2-stripping as a consequence of aeration. When the rate of nitrification increases, the pH

begins to decrease, primarily due to the release of protons during the nitrification process. The

end of nitrification (all ammonia is converted into nitrate) is indicated by the so-called ammonia

valley in the pH profile: the pH starts to increase again. This increase is not often explained in

literature, as it is still not fully understood (Al-Ghusain et al., 1994). It may be associated with

for example ongoing ammonification of organic matter (Hong et al., 2012; Al-Ghusain et al.,

1994) or CO2-stripping (Kim et al., 2004).

Figure 1.4 illustrates a scenario with low phosphate concentrations in the influent: phosphate

uptake in the aerobic phase will be finished before the end of nitrification. Phosphate uptake

has an increasing effect on the pH: when the wastewater has a high phosphate concentration, no

pH decrease will be observed during nitrification. An ammonia valley is then not visible, only a

change in the slope of the rising profile (Spagni et al., 2001). If the rate of nitrification is higher

than the rate of phosphate uptake, an ammonia valley will be clearly visible.

At the start of the anoxic phase, the pH initially decreases, possibly due to the additional feeding.

However, it quickly rises as denitrification starts, attributed to the production of alkalinity (Li

et al., 2008). As denitrification ends, the pH profile decreases again: this is the nitrate apex.

When all nitrate is removed at the end of denitrification, the system evolves to an anaerobic

environment, where heterotrophic microorganisms will produce acids from the remaining organic

matter during fermentation, which explains the pH decrease in the profile (Yang et al., 2010).

DO

During the anaerobic and anoxic phases, no oxygen is supplied to the system, so the profile of

dissolved oxygen is only applicable during aerobic conditions. At the end of nitrification, the

system requires less oxygen. Therefore, a breakthrough in the oxygen concentration is visible on

the profile of Figure 1.4 which is indicated as the DO breakpoint (Yang et al., 2010). Note this

is only valid when a fixed flow rate of oxygen is supplied, when dissolved oxygen is controlled

by a setpoint this breakthrough does not occur.

ORP

The ORP serves as a measure for the degree of the oxidizing or reducing conditions within

a system and is expressed in millivolts (mV) (Myers, 2019). A positive ORP value signifies

oxidizing conditions, while a negative value indicates reducing conditions. The presence of

oxidizing agents such as O2, MnO2, NO3
– or NO2

– contributes positively to the ORP, whereas

reducing compounds such as NH4
+ or sulfides will influence it negatively (Meijer, 2004).

In the plot in Figure 1.4, the ORP initially decreases during the anaerobic phase as reducing

conditions occur. At the start of the aerobic phase, a turning point is visible, coinciding with

an increase in ORP. With the start of aeration, oxygen (an oxidizing compound) is introduced,

the system undergoes a shift towards oxidizing conditions. The production of nitrate during

nitrification also starts. Variations in oxygen levels have a substantial effect on the ORP. At the
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end of nitrification, the oxygen concentration in the system increases suddenly, which is reflected

by an increase in the ORP profile, termed the ammonia elbow (Plisson-Saune et al., 1996).

When the anoxic phase starts, the ORP starts to decrease, signaling the absence of oxygen

and the decrease of nitrate as an oxidizing substance due to denitrification (Li et al., 2008).

The end of denitrification is indicated by the nitrate knee as can be seen in Figure 1.4. Here,

the ORP decreases more rapidly as the system transitions into a reducing environment. In

anaerobic conditions, the activity of sulfate-reducing microorganisms, which produce sulfides,

starts. Before, during anoxic conditions, nitrate was an inhibitor for this activity (Puig Broch,

2008; Plisson-Saune et al., 1996).

Conductivity

Conductivity (in Siemens per meter - S/m) is not shown in Figure 1.4 but is sometimes also

used for indirect control. Spagni et al. (2001) indicates that conductivity is especially a good

indicator during the anaerobic phase for phosphate release. The conductivity will increase until

phosphate release ceases. During nitrification and denitrification multiple variables influence

conductivity, therefore it is here difficult to distinguish changes in the profile (Spagni et al.,

2001; Kim et al., 2007).

The profiles of the discussed indirect variables (pH, DO & ORP) can be used to control

the wastewater treatment plant as a replacement or addition to control with direct variables

(ammonium, nitrate, phosphate etc.). This is mostly done by a mathematical translation of

relative changes in the profile. The ammonia valley and nitrate apex in the pH-profile are a

local minimum and maximum respectively, so the first derivative will be zero. The ammonia

elbow and nitrate knee of the ORP profile and the DO breakpoint are inflections points as the

profile changes concavity (Khan Academy, 2023), so the second derivative of the prolfile should

be zero at these points. Figure 1.5 shows an example of a possible control strategy for the

length of the aerobic and anoxic phase based on the pH profile. To have a more reliable control,

different control strategies can be applied simultaneously (Yang et al., 2010; Olsson et al., 2005).
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Figure 1.4: Schematic profiles of NH4
+ and NO3

– (lower graph) and corresponding pH, ORP and DO profiles
(upper graph) during the operation of an SBR with additional feeding at the start of the anoxic phase. The two
light grey vertical lines indicate the end of nitrification and denitrification, respectively. The beam below the
graphs shows the anaerobic phase (brown), aerobic phases (light grey) and anoxic phase (dark grey) related to
the time. The initial feeding occurred before the indicated anaerobic phase - adapted from Li et al. (2008)
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Figure 1.5: Control strategy for phase length during the aerobic and anoxic phase based on pH profile - adapted
from Casellas et al. (2006)

1.1.4.3 Full-scale application

Sequencing batch reactors are applied small-scale and large-scale for the treatment of both

municipal and industrial wastewater. Examples of existing full-scale applications of SBRs are:

• Wine and brewery wastewater: the wastewater is heavily polluted by organic matter.

There is a high seasonal variability in the load and flow, the high operation flexibility of

an SBR is therefore a good option (Mace and Mata-Alvarez, 2002).

• Landfill leachate: the flow and load of this wastewater is again highly variable, which

makes the use of an SBR a viable solution (Mace and Mata-Alvarez, 2002).

• Municipal treatment for small communities: the limited footprint and limited pumping

equipment of an SBRmakes this type of treatment a good option for small rural communities

that are not connected onto the main sewage network (Eloy water, 2022; Schleypen et al.,

1997).

It has to be noted that continuous flow reactors are more common, mainly because, in the

past, operating SBRs was considered overly complex. Section 1.1.1 highlights that operation

and control of an SBR requires sophisticated controls, involving numerous automated switches

and valves, especially when dealing with parallel tanks (Al-Rekabi et al., 2007; EPA, 1999).

Consequently, treatment plants built in the past century, especially those handling high flowrates,

tended to prefer continuous flow reactors (EPA, 1999; Shammas and Wang, 2009). Nowadays,

there is again a growing interest in the application of SBRs driven by the need to reduce the

footprint and energy consumption while complying with stringent effluent regulations (Vivienne,

2023). Furthermore, the current availability of advanced control equipment allows for operational

flexibility in the application of SBRs (Cassidy et al., 2000; Miao et al., 2014).
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A continuous flow reactor must maintain a constant volume, it is thus difficult to extend the

reaction time of the system. However, an SBR, operating with a single tank, can lengthen

the reaction phase if necessary (Mirbagheri et al., 2017). Additionally, an SBR exhibits better

resilience against peak flows or loadings, without major degradation in effluent quality (Arora

et al., 1985). Applying an SBR offers the additional benefit of reducing the required footprint

(De Bruin et al., 2004). A continuous flow reactor requires multiple tanks and settlers as

explained in Section 1.1.3, while an SBR operates with one tank for all phases, including

settling. Furthermore, SBRs exhibit lower energy consumption, attributed to the reduced

pumping capacity needed for the singular-tank operation and the absence of sludge recycling

(Muzaffar et al., 2022; EPA, 1999).

1.1.5 Aerobic granular sludge

An important aspect in the research field of wastewater treatment nowadays, is the increase in

treatment capacity. One approach to achieve this is by increasing the biomass concentration

in the system. This method of capacity increase is limited in both SBRs and continuous flow

reactors which use flocculated activated sludge. Due to poor settling characteristics of these

flocs, a large increase of the settler surface area becomes necessary when the biomass is increased

(De Bruin et al., 2004).

An alternative strategy to increase the biomass concentration is aerobic granular sludge (AGS),

mostly applied in SBRs (Adav et al., 2008). It could thus be seen as a special case of SBR

operation. These are dense, structured granules with a high settling velocity. The granules are

characterized by a layered structure due to an oxygen gradient over the granule: an aerobic

outer layer with an anoxic inner layer and anaerobic core. This implies that aerobic nitrifying

organisms in the outer layer can coexist with denitrifying organisms in the anoxic layer. A visual

representation of the intersection of a granule with the layered structure can be seen in Figure

1.6. The coexistence of the different organisms in a granule implies that simultaneous removal

of nitrogen, phosphorus and COD from the wastewater is possible (Pronk et al., 2015; Adav

et al., 2008). By controlling the aeration rate, the dissolved oxygen concentration is adjusted

during the aeration phase. This will influence the ratio between nitrification and denitrification,

which is dependent on the oxygen penetration in the granule. If denitrification in the aerobic

phase is insufficient, the aeration phase can be followed by a shortened anoxic phase by turning

the aeration off. For phosphate release, feeding under anaerobic conditions must be sufficiently

long. In the aerobic phase, phosphate will be taken up. Furthermore, due to the fast settling

characteristics of the granules, simultaneous filling and discharge is possible (Pronk et al., 2020).

Figure 1.7 illustrates a typical SBR cycle with aerobic granular sludge without an anoxic phase.
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Figure 1.6: Visual representation of an AGS granule with biochemical processes taking place in the different layers
- (Wilén et al., 2018)

Figure 1.7: SBR cycle with aerobic granular sludge - (Pronk et al., 2020)
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1.2 Gas-liquid mass transfer

1.2.1 General principles and physical background

Mass transfer is a fundamental process that occurs when a concentration gradient is present in a

system. In essence, it involves the migration of a compound from regions of high concentration

to regions of lower concentration, driven by this gradient (Dutta, 2007). This phenomenon is

essential to explain various processes in scientific and engineering contexts. A common form of

mass transfer is gas-liquid transfer, where a compound is exchanged between the gas and liquid

phase. This interchange is categorized based on the direction of transfer: absorption, when a

compound moves from the gas phase to the liquid phase, and stripping, when the transfer occurs

in the opposite direction (Treyball, 1980).

Gas-liquid mass transfer plays a pivotal role in the context of wastewater treatment where the

exchange of gases and dissolved substances is of high importance for the ongoing biological

processes. A few examples of gas-liquid transfer processes during wastewater treatment are

(Amaral et al., 2019):

• Aeration for oxygen supply: air bubbles containing a high concentration of oxygen are

introduced into the liquid medium characterized by lower oxygen levels. Oxygen transfer

from the gas bubbles to the bulk liquid will occur.

• Carbon dioxide production during biological respiration: as microorganisms con-

sume organic matter, a byproduct of this metabolic activity is carbon dioxide. This carbon

dioxide will transfer from the microorganisms in the liquid phase to the gas phase, to leave

the installation.

• Production of greenhouse gases: during the biological processes, greenhouses gases

such as methane and nitrous oxide are produced. These gases transfer to the gas phase,

contributing to their release into the environment.

One of the prominent theories used to understand gas-liquid mass transfer is the two-film theory

(Lewis and Whitman, 1924). It is based on the formation of a mass transfer boundary layer

between two phases. In this theory it is assumed that all mass transfer occurs by molecular

diffusion in the boundary layer at steady state. The bulk phases beyond this layer are so

well-mixed, that there is no concentration gradient here (Taylor and Krishna, 1993; Dutta,

2007). In Figure 1.8 the concentration profile of compound A can be seen. The concentration

of A in the bulk gas phase, CAG, is higher than the concentration of A in the bulk liquid

phase, CAL, diffusion of compound A to the liquid phase will thus occur. It is transferred

from the bulk gas phase to the gas-liquid interface and from the gas-liquid interface to the bulk

liquid phase. The rates of mass transfer through the gas and liquid boundary layers, qA,G and

qA,L (g.m−3.h−1), respectively, are proportional with the concentration gradient (driving force)

between the specific bulk phase and the gas-liquid interface and proportional with the transfer

area per volume of liquid (Doran, 2013):
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qA,G = kG · a · (CAG − CAGi) (1.1)

qA,L = kL · a · (CALi − CAL) (1.2)

The proportionality factors kG and kL represent the gas-phase and liquid-phase mass transfer

coefficients (m.h−1), respectively. a denotes the transfer area per volume of liquid (m2.m−3). The

difference terms express the concentration gradients between the bulk phases and the interface:

CAG and CAL are the gas and liquid concentrations in the bulk phases (g.m−3), while CAGi and

CALi are the gas and liquid concentrations at the gas-liquid interface (g.m−3).

Figure 1.8: Concentration profile of compound A during gas-liquid mass transfer - adapted from Doran (2013)

The gas and liquid concentration at the interface (CALi and CAGi) are in equilibrium according

to the two-film theory, so their relation can be expressed by Henry’s law (Villadsen et al., 2011):

CAGi = HA · CALi (1.3)

in which HA denotes Henry’s law constant (g.m−3-gas/g.m−3-liquid). As the interface concen-

trations CAGi and CALi are not directly measurable, it is often easier to consider the overall

liquid-gas mass transfer rate from the bulk liquid phase to the bulk gas phase, qA (g.m−3.h−1):

qA = KLa · (C∗
AL − CAL) (1.4)

with KL (m.h−1) an overall mass transfer coefficient and C∗
AL the saturation concentration in

the bulk liquid phase which is in equilibrium with the bulk gas-phase concentration (g.m−3).

This equilibrium relation can again be expressed by Henry’s law:

C∗
AL =

CAG

HA
(1.5)
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The difference between the saturation concentration and the actual concentration in the liquid

phase determines the driving force of the mass transfer. If the driving force is positive, mass

transfer from the gas phase to the liquid phase will occur (absorption), if the driving force is

negative, transfer will take place from the liquid phase to the gas phase (stripping) (Treyball,

1980).

It is further assumed that there is steady state mass transfer in the system, i.e. there is no

accumulation of components at the interphase. Under these conditions the overall mass transfer

rate will be equal to the separately considered liquid or gas mass transfer rates:

qA = qA,G = qA,L (1.6)

The overall liquid-phase mass transfer coefficientKL can be calculated based on the mass transfer

coefficients in the gas and liquid phase (Morrison, 2021; Villadsen et al., 2011). First, Eq. 1.4

is rewritten:
1

KLa
=

C∗
AL − CAL

qA
=

C∗
AL−CALi + CALi − CAL

qA
(1.7)

1

KLa
=

(C∗
AL − CALi)

qA
+

(CALi − CAL)

qA
(1.8)

Now, substitution of CALi and C∗
AL by Eq. 1.3 and 1.5 respectively, results in:

1

KLa
=

(CAG

HA
− CAGi

HA
)

qA
+

(CALi − CAL)

qA
(1.9)

Considering qA equals qA,G and qA,L (Eq. 1.6) and further substitution by Eq. 1.1 and Eq. 1.2,

one obtains:

1

KLa
=

1

HA
· (CAG − CAGi)

qA,G
+

(CALi − CAL)

qA,L
(1.10)

1

KLa
=

1

HA
· 1

kGa
+

1

kLa
(1.11)

1

KL
=

1

HA · kG
+

1

kL
(1.12)

Poorly soluble gases, such as O2 and CH4, are characterized by a high HA value and kG is much

larger then kL (Villadsen et al., 2011). The first term on the right-hand sight of Eq. 1.12 will

then be negligible. As a result, the overall mass transfer coefficient KL will be almost equal to

kL for compounds poorly soluble in the liquid phase. In contrast, for very soluble compounds,

such as N2O (Baeten et al., 2020), kL is large compared to kG and KL can then be approximated

by kG.
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Eq.1.4 can be rewritten as:

qA = kLa · (C∗
AL − CAL) (1.13)

As the mass transfer coefficient kL and the transfer area a are both dependent on many factors

(bubble size and number, medium composition, stirrer speed etc.), they are difficult to measure.

Therefore, they are usually described as one term kLa, the volumetric mass transfer coefficient

(h−1) (Amaral et al., 2019).

1.2.2 Oxygen mass transfer

Oxygen mass transfer is an important gas-liquid mass transfer process in the biological treatment

of wastewater. Since oxygen is poorly soluble, maintaining a high level of dissolved oxygen in the

water poses a challenge (Rosso et al., 2020). Despite this difficulty, achieving an adequate level

of oxygen is essential, as microorganisms in the activated sludge use oxygen as electron acceptor

during the aerobic processes for growth and metabolic production (Amerlinck et al., 2016). Given

that aeration is one of the most energy consuming processes during wastewater treatment, a good

understanding of the oxygen transfer process is valuable for optimizing aeration and facilitating

comparisons between different technologies (Rosso et al., 2008).

1.2.2.1 Aeration system characteristics

Most of the parameters to characterize an aeration system can be calculated for both clean water

and process water conditions.

Clean water conditions

An aeration device manufacturer will often mention the values in clean water to facilitate

comparison between different devices.

The first parameter is the oxygen transfer rate (OTR), defined as the amount of oxygen an

aeration system can supply per unit of time, regardless its efficiency (gO2.h
−1) (Garcia-Ochoa

et al., 2010; Rosso et al., 2020). The oxygen mass transfer rate can be modelled by the two-film

theory as described in Section 1.2.1 (Rosso et al., 2018):

OTR = kLa(O2) · (C
∗
O2, L − CO2, L) · V (1.14)

where kLa(O2) represents the overall liquid mass transfer coefficient of oxygen (h−1), C∗
O2, L

the dissolved oxygen concentration in the water at saturation (gO2.m
−3), CO2, L the dissolved

oxygen concentration (gO2.m
−3) and V the volume of water (m3).

To compare even better between aeration devices independently from the environment, standard

conditions are often used in the calculations. Then it is assumed there is no fouling, the dissolved
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oxygen concentration in the water is zero, the water temperature is 20 °C and there is a standard

atmospheric pressure of 1 atm (Mueller et al., 2002). At standard conditions the OTR (expressed

as the standard oxygen transfer rate (sOTR)) is:

sOTR = kLa(O2), 20 · (C∗
O2, L, 20) · V (1.15)

Another parameter is the oxygen transfer efficiency (OTE) or the fraction of the mass flow of

oxygen supplied to the treatment system which is actually dissolved into the water (Mueller et al.,

2002). This parameter allows comparison between different aeration devices and is calculated

as follows (Rosso et al., 2020):

OTE =
CO2, G−inQin − CO2, G−outQout

CO2, G−inQin
(1.16)

where CO2, G−in represents the oxygen concentration of the entering air flow into the system

(g.m−3), CO2, G−out the outgoing oxygen concentration of the air flow out of the system (g.m−3)

andQin andQout the gas volume flow in and out of the wastewater treatment system, respectively

(m3.h−1).

The OTE can also be expressed in terms of the OTR, with WO2
the oxygen mass flow rate fed

by the aeration system (gO2.h
−1):

OTE =
OTR

WO2

(1.17)

Lastly, the aeration efficiency (AE), defined as the ratio of the oxygen transfer rate to the power

consumed by the aeration system (gO2/kWh), is derived from the OTR with P the power needed

by the aeration system (kW) (Rosso et al., 2020):

AE =
OTR

P
(1.18)

Process water conditions

For operators of wastewater treatment, site-specific information is important. With sufficient

information about the process water and environment the values of OTR, OTE and AE can be

calculated under process conditions, taking into account the effects of the wastewater composition.

The calculation of the OTR under process conditions at a temperature T (◦C) is as follows, with

several correction factors (Amerlinck et al., 2016; Rosso et al., 2018):

OTR = α · F · kLa20,(O2) · θ
(T−20) · (β · τ · Ω · C∗

O2, L, 20 − CO2, L) · V (1.19)
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The influence of the contaminants in the wastewater on the oxygen transfer rate are partly

integrated in the alpha factor (α). This alpha factor is often defined as the ratio of the process

water to clean water mass transfer coefficient (Schwarz et al., 2022):

α =
kLa(O2, process water)

kLa(O2, clean water)
(1.20)

Predicting the alpha factor is very difficult as both the clean water (kLa(O2, clean water)) and

the process water mass transfer coefficient (kLa(O2, process water)) rely on many factors (e.g. air

flow rate, turbulence, surface area). The kLa(O2, process water) differs from kLa(O2, clean water)

due to two groups of influences: the composition of the process water (e.g. surfactants) and the

aeration device aging process (e.g. fouling and clogging) (Stenstrom and Gilbert, 1981; Gillot

and Héduit, 2008).

Furthermore, F in Eq. 1.19 represents the fouling factor, which indicates the ratio between

the mass transfer coefficient (kLa) of a new aeration system under process conditions and the

kLa of an aeration system that is already used for some time. θ is the Arrhenius temperature

coefficient, β is a correction factor for dissolved solids and can be approximated by the ratio of

the saturated dissolved oxygen concentration under process conditions to the one under clean

water conditions, τ is a correction factor for the temperature and Ω is a correction factor for

the atmospheric pressure. The mass transfer coefficient kLa20 determined under standard clean

water conditions is thus adapted for process conditions by the alpha factor, fouling factor and a

temperature coefficient. The saturated dissolved oxygen concentration C∗
O2, L, 20 is also adapted

for temperature, pressure and process conditions. The kLa(O2), 20 and C∗
O2, L, 20 can be derived

from literature. A value for kLa(O2), 20 can also be given by the manufacturer of the aeration

device, often determined in an experimental set-up with a chemical, physical or biological method

(Ochoa and Gómez, 2009). The OTE and AE under process conditions can be calculated with

the OTR calculated in Eq. 1.19.

1.2.2.2 Oxygen uptake rate

Concerning oxygen, the activity of the microorganisms in the activated sludge can be quantified

through the oxygen uptake rate (OUR), representing the amount of oxygen consumed by the

microorganisms per time unit. A value for OUR (gO2.h
−1) can be derived with an oxygen mass

balance in the liquid system (Pittoors et al., 2014):

V ·
dCO2, L

dt
= OTR−OUR = kLa(O2) · (C

∗
O2, L − CO2, L) · V − qO2

·X (1.21)

with qO2
the specific oxygen uptake rate by the microorganisms (gO2.h

−1g−1) and X the biomass

in the system (g). To calculate OUR, the oxygen mass transfer rate and accumulation of dissolved

oxygen must be measured.
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An alternative to determine the OUR, without knowing the OTR, is by shutting down aeration

after some period. Eq. 1.21 then reduces to (Spanjers and Vanrollegem, 2020):

dCO2, L

dt
= −OUR = −qO2

·X (1.22)

By measuring the decrease in dissolved oxygen as a function of time when there is no aeration,

the OUR can be calculated. If the amount of biomass is known, the specific oxygen uptake rate

qO2
can be determined as well.

1.2.3 Carbon dioxide mass transfer

Carbon dioxide is produced by microorganisms in the activated sludge when they break down

organic matter for growth due to the oxidation of part of the substrate (Lijklema, 1971). By

the principle of gas-liquid mass transfer, this CO2 will be stripped from the liquid phase to the

gas phase. Similar to how the OUR by microorganisms can be determined based on the OTR

in Eq. 1.21 (Subsection 1.2.2.2), the carbon dioxide production rate (CPR) can be related to

the carbon dioxide transfer rate (CTR) between the gas and liquid phase.

The CTR (gCO2.h
−1) can be calculated analogously to Eq. 1.14 (Contreras, 2007):

CTR = kLa(CO2) · (C
∗
CO2, L − CCO2, L) · V (1.23)

with kLa(CO2) the overall liquid mass transfer coefficient for carbon dioxide (h−1), C∗
CO2, L the

dissolved carbon dioxide concentration in the water at saturation (gCO2.m
−3), CCO2, L the

actual dissolved carbon dioxide concentration in the water (gCO2.m
−3) and V the volume (m3)

of water. As the produced carbon dioxide is stripped, the saturation concentration will be lower

than the actual concentration.

The kLa(CO2) can be determined experimentally, analogous to kLa(O2). Both Contreras (2007)

and Hill (2006) were for example able to determine the kLa(CO2) during experimental set-ups

for stripping. The kLa(CO2) could be calculated based on measurements of the total inorganic

carbon concentration in the liquid medium, the pH level and the air flow rate over time. Another

method to calculate the kLa(CO2) is based on the kLa(O2), which is mostly already known for

the used aeration device in the reactor (Khoo et al., 2016):

kLa(CO2) = kLa(O2)

√
DO2

DCO2

(1.24)

with DO2
the diffusivity of oxygen (m2.s−1) and DCO2

the diffusivity of carbon dioxide (m2.s−1).

The diffusivities of oxygen and carbon dioxide in pure water at 20 °C are 2 · 10−9 m2.s−1 (Xing

et al., 2014) and 2.1 · 10−9 m2.s−1, respectively (Li et al., 2021). In process water these values

will be lower (Jamnongwong et al., 2010).
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The calculation of the CPR is not as straightforward as the determination of the OUR based

on the oxygen mass balance. This is because carbon dioxide in the liquid medium is involved in

several reversible reactions. Inorganic carbon in the liquid phase can appear in different species

(free carbon dioxide (CO2aq), carbonic acid (H2CO3), the bicarbonate ion (HCO3
– ) and the

carbonate ion (CO3
2– )) (Spérandio and Paul, 1997; Hill, 2006). The ratio of CO2aq to H2CO3

is high under most conditions (independent of pH or ionic strength changes) (Contreras, 2007;

Pratt et al., 2003):

CO2aq +H2O −−→ H2CO3 (1.25)

Therefore, these two species are mostly expressed as one, H2CO3*. The dissolved CO2 in the

liquid is in equilibrium with bicarbonate and carbonate:

H2CO3
∗ K1−−→ H+ +HCO3

− (1.26)

HCO3
− K2−−→ H+ +CO3

2− (1.27)

K1 and K2 represent the equilibrium constants with a value of 4.5 · 10−7 and 4.7 · 10−11,

respectively (Kalff, 2002). These constants can be calculated (Husemann et al., 2021):

K1 =
[HCO3

−] · [H+]

[H2CO3
∗]

=
[HCO3

−] · 10−pH

[H2CO3
∗]

(1.28)

K2 =
[CO3

2−] · [H+]

[HCO3
−]

=
[CO3

2−] · 10−pH

[HCO3
−]

(1.29)

The pH in a biological system is mostly between 6 and 9 (Kalff, 2002). At this pH the dissociation

of HCO3
– into CO3

2– (reaction 1.27) is negligible which can also be seen in Figure 1.9. The

graph represents the percentual portions of the inorganic carbon species in function of the pH

in a system. A schematic overview of reactions 1.25 - 1.27 with the predominant carbon species

in a biological environment can be seen in Figure 1.10.

The predominant inorganic carbon species within the pH range of 6 to 9, are H2CO3* (free

carbon dioxide and carbonic acid) and HCO3
– (bicarbonate), as can be seen in Figure 1.9 and

Figure 1.10. At a pH of 6.3, half of the carbon dioxide exists in the bicarbonate form (Spérandio

and Paul, 1997). At a constant pH, the system will be in equilibrium and the concentration

of free carbon dioxide, which can transfer to the gas phase, will not change. However, the

equilibrium of these reactions is greatly affected by a change in pH, an increase in pH results

in the conversion of more H2CO3* to HCO3
– . This leads to less free carbon dioxide in the

liquid phase and thus less stripping to the gas phase. When the pH decreases, the reverse is

true (Leu et al., 2010). A change in pH can be the result of the biological reactions in the liquid

phase (nitrification, denitrification). However, a shift in the equilibrium can also be the result of

a change in the alkalinity concentration of the influent (Lijklema, 1969). The concentration of

carbonate and bicarbonate ions primarily determine the alkalinity of the influent (Weissenbacher

et al., 2007; Bozorg-Haddad et al., 2021). These equilibrium reactions also explain the name

often used for this equilibrium system: the bicarbonate buffer system as the system will try to

counteract a pH shift by reaching a new equilibrium.
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Figure 1.9: Distribution of the various inorganic carbon species as a percentage of the total inorganic carbon in
function of the pH (pK1 = 6.3 & pK2 = 10.4) - adapted from Kalff (2002)

Figure 1.10: Schematic overview of the inorganic carbon species in a biological system - adapted from Spérandio
and Paul (1997)

Overall, changes of the CO2 concentration in the off-gas after carbon dioxide mass transfer,

can be due to changes in the carbon dioxide production rate by the microorganisms and/or by

changes in the equilibrium of the inorganic carbon species due to a pH shift. To be able to apply

Eq. 1.23 to calculate the transfer to the gas phase, the liquid free CO2 concentration has to be

known. Therefore, the following carbon dioxide mass balance is considered in the liquid phase

(Weissenbacher et al., 2007):

V ·
dCCO2,L

dt
= CPR− CTR− rF ·MCO2 (1.30)

With MCO2 (g .mol−1) the molecular weight of CO2 and rF (mol.h−1) the rate at which H2CO3*

is converted to HCO3
– or HCO3

– is converted to H2CO3* if the system is not in equilbrium
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yet. The calculation of this rate is shown below. k1 and k−1 are the kinetic rate constants of

reaction 1.31 in s−1 and m3.g−1.s−1 respectively (Spérandio and Paul, 1997):

H2CO3
∗ k1−−⇀↽−−

k−1

H+ +HCO3
− (1.31)

rF = k1 · [H2CO3
∗]− k−1 · [HCO3

−][H+] (1.32)

At equilibrium rate rF will be zero, but with a change of pH this rate can influence the mass

balance.

The CTR can be measured with off-gas analysis based on the carbon dioxide concentration in

the supplied air flow of the aeration device and the off-gas (Weissenbacher et al., 2007; Frahm

et al., 2002). However, as indicated by the mass balance in Eq. 1.30, this CTR cannot be

directly linked with the production of carbon dioxide (CPR) by microorganisms. A change in

pH can also lead to a change in the CTR without a change in the production of carbon dioxide.

To be able to link changes in the off-gas carbon dioxide to the liquid phase biological processes,

the CTR has to be corrected, which has proven to be challenging. Weissenbacher et al. (2007)

developed a model to correct the CO2 off-gas data for pH shifts in the liquid medium or changes

in alkalinity of the influent. Standard on-line pH measurements and periodical off-line alkalinity

titration of the influent were performed to estimate the influence of the equilibrium reactions on

the off-gas concentration of CO2 (Weissenbacher et al., 2007). Pratt et al. (2003) developed a

model, were a TOGA sensor (combination of titration and off-gas analysis) is used to determine

the CTR by off-gas analysis and the hydrogen production rate by titration to estimate the pH

of the liquid medium. However, this sensor is rather expensive, and thus less used in practice.

To be able to characterize the biological activity of a system, it is often desired to determine the

CPR besides the OUR as the CPR is also able to characterize activity during the anoxic and

anaerobic phase as well, when oxygen is not the electron acceptor (Pratt et al., 2003). It has to

be noted in order to measure carbon dioxide in the off-gas during the anoxic or anaerobic phase,

a gas flow is necessary. Pratt et al. (2003) used for example an inert argon stream to facilitate

this.
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1.3 Applications of off-gas analysis

Analysis of the off-gas from a wastewater treatment plant can have an added value for the

operation and control of the system. Compounds such as oxygen, carbon dioxide, methane or

nitrous oxide can be measured in the off-gas. These measurements provide information about

processes in the liquid phase, the aeration efficiency, the carbon footprint or can help with

process control.

1.3.1 Off-gas analysis: advantages and challenges

Measurements in the gas phase offer several advantages compared to liquid-phase measurements.

The sample pre-treatment is simpler, no chemical reagents are needed, the investment cost for

measuring is lower and less maintenance is required (Schuchardt et al., 2005; Hellinga et al.,

1996). Furthermore, a measurement in the liquid phase is a point measurement while a gas

sample is well-mixed and thus relatively more representative for the whole reactor (Mears et al.,

2017).

Adequate sampling can still be challenging. It is easiest when the treatment plant is covered,

measuring the ventilation air is then sufficient. However when the system is open to air, the

use of a gas hood or the measurement of the downwind gas plume is required (Chandran

et al., 2016). In open continuous plants, an off-gas sampler is less common due to the spatial

concentration gradients over the basin caused by the water flow which leads to varying off-gas

concentrations at different sampling locations. This explains why off-gas analysis is more applied

in sequentially operated plants such as an SBR, as there is no continuous feeding, there are no

spatial gradients. This implies less spatial differentiation in the off-gas composition and only

one sampling point is representative for the entire reactor (Baeten et al., 2021). The difference

between off-gas measuring in a continuous operated reactor and sequentially operated reactor is

visually represented in Figure 1.11.

Figure 1.11: Off-gas analysis with one sampler in a continuously fed and aerated reactor (left) and sequentially
operated reactor (right) - (Baeten et al., 2021)
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1.3.2 Monitoring of aeration characteristics

As aeration consumes a lot of energy and the oxygen transfer from the gas phase to the

liquid phase is often a limiting factor, it is important to have adequate information about

the performance of the aeration system (Amerlinck et al., 2016). In section 1.2.2, the theoretical

principles of the oxygen transfer rate (OTR) and efficiency (OTE) were described. These can

be applied in practice by measuring the off-gas oxygen concentration.

The most common technique to measure the OTR is described by Redmon et al. (1983). A

gas-phase mass balance is made over the reactor by measuring the O2 concentration in the

supplied air flow (CO2,air) and off-gas (CO2,off−gas) :

V ·
dCO2,G

dt
= Q · CO2,air −Q · CO2,off−gas −OTR (1.33)

With Q the air flow rate (m3.h−1), assumed to be constant. If steady state is assumed, the OTR

can easily be derived. When the oxygen mass flow rate (WO2
) is calculated, the OTE is also

known. If the OTR is known, the oxygen uptake rate can be calculated based on equation 1.21

(Leu et al., 2009).

Several articles used off-gas measurements as a technique to retrieve information about aeration

characteristics:

• Groves et al. (1992) used off-gas analysis to determine the influence of several aeration

device characteristics (type, layout, age etc.) on oxygen transfer efficiency. By keeping all

factors but one constant in every experiment, the influence of each factor on the oxygen

transfer efficiency could be determined.

• Amerlinck et al. (2016) conducted an off-gas measuring campaign to obtain information on

the performance and behaviour of an aeration system related to the OTE. The retrieved

data could be used to improve model prediction of aeration performance.

• Leu et al. (2009) did research in fine-pore diffusers that are often used for aeration. These

diffusers have fouling problems, which cause a decline in aeration performance. Regular

cleaning of the diffusers is necessary to avoid too much extra energy costs. To be able

to determine the frequency of cleaning, they used off-gas measuring to obtain a profile of

the OTE over time. Based on the decrease and increase of the OTE the frequency and

intensity of cleaning could be determined.

• Baeten et al. (2021) observed a gradual improvement of the oxygen transfer efficiency over

time in an off-gas study in an aerobic granular sludge reactor. The increase was attributed

to the degradation of soluble biodegradable organics over the aeration phase. This principle

is also explained in Strubbe et al. (2023).
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1.3.3 Monitoring of greenhouse gas emissions

Wastewater treatment can be an important source of anthropogenic greenhouse gas emissions

(Yoshida et al., 2014). The most important greenhouse gases produced during wastewater

treatment are methane (CH4) and nitrous oxide (N2O). Methane is formed during anaerobic

degradation of the organic matter, while nitrous oxide can be produced during the nitrification

and denitrification process (Campos et al., 2016; Daelman et al., 2012). It is important to be able

to identify the amount of emissions as these two greenhouse gases have a high global warming

potential, with N2O having a GWP-100 of 273 and CH4 a GWP-100 of 27 (IPCC, 2021). By

measuring their concentration in the off-gas it is possible to determine the carbon footprint of

an installation (Chandran et al., 2016) and subsequently, to take adequate measures.

Although CO2 is produced during microbial degradation of organic matter, it is not considered

as a greenhouse gas in wastewater treatment by the IPCC, as it is assumed to be biogenic.

Biogenic means that the CO2 was drawn from the atmosphere during the growth of the organic

matter (Gupta and Singh, 2012). Only carbon dioxide indirectly produced by burning fossil

fuels for generating energy for the treatment plant is considered as a greenhouse gas contribution

(Daelman et al., 2012).

1.3.4 Monitoring of influent composition and reactor conversions

During aerobic COD removal O2 is consumed and CO2 is produced. Also during nitrification

and phosphate uptake O2 is consumed and during denitrification CO2 will be produced (Table

1.1, Section 1.1.3). As O2 and CO2 are gaseous soluble compounds, their profiles in the off-gas

are an indirect representation of the biological processes in the liquid phase (Baeten et al., 2021;

Hellinga et al., 1996).

Hellinga et al. (1996) demonstrated that calculating the RQ-value (ratio of the carbon production

rate and oxygen consumption rate) with off-gas measurements of O2 and CO2, could be a good

indicator for the chemical oxygen demand to total organic carbon (COD/TOC) ratio of the

waste in the influent. Analogously, Baeten et al. (2021) could show that the CO2 emitted per kg

catabolized COD corresponded to the COD/TOC ratio in a reactor with balanced nitrification

and denitrification.

Leu et al. (2010) showed that the nitrification performance of the activated sludge process could

be estimated by measuring the O2 and CO2 in the off-gas. For this, the relationships between

OTR, OUR, CTR, CPR and nitrification performance were investigated. The ratio of CTR to

OTR could indicate the relative rates of heterotrophic and nitrifier activity.

1.3.5 Potential of process control with off-gas analysis

As measurements of the O2 or CO2 concentration in the off-gas can tell something about the

biological reactions in the liquid phase, these measurements could be used for control of the

treatment plant.
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Limited literature is available on this topic. What can be found is mostly applied on continuous

plants (Hellinga et al., 1996; Leu et al., 2010), but as indicated in Baeten et al. (2021) off-gas

analysis (and thus control) is more easy applicable in sequentially operated plants. Furthermore,

as an SBR operates in the transient state, changes in the concentration profile of the off-gas

will be visible. This implies that breakpoint control in the gas-phase similar to the principle of

indirect control in the liquid phase (discussed in Section 1.1.4.2) could be possible.

In the future, the monitoring (and control) of greenhouse gases will become more important

in the view of climate change. Therefore, off-gas analysis equipment will have to be installed

regardless. As the equipment will be already present, control based on off-gas analysis could

easily be applied as an additional control system for the wastewater treatment plant.
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1.4 Conclusions literature review

Continuous flow reactors and sequencing batch reactors are both well-established systems for

biological wastewater treatment. These two systems involve similar reactions by microorganisms

to remove organic matter (COD), nitrogen and phosphorus.

Control is an important aspect of the operation of a wastewater treatment plant, especially for

minimizing the energy-intensive aeration. As the continuous flow reactor operates in a steady

state under mixed conditions, control based on a (fixed) setpoint is often applied. However,

as a sequencing batch reactor operates in a transient state, dynamic profiles of pollutants in

the liquid phase (e.g. ammonium or phosphate) can be used for direct control. Furthermore,

indirect real-time control strategies, involving the measurement of pH, ORP and DO, are an

inexpensive and robust option for control of SBRs, as relative changes in the profile of these

variables can indicate the end of a removal process.

Off-gas analysis has multiple applications in a wastewater treatment plant by taking into account

the principles of gas-liquid mass transfer (e.g. monitoring of aeration characteristics, influent

composition or greenhouse gas emissions). The indirect control strategies in the liquid phase

of a sequencing batch reactor could be complemented or maybe even replaced by measuring in

the off-gas due to different advantages related to the latter. Monitoring biological reactions in

the liquid phase by measuring oxygen and carbon dioxide in the off-gas is possible, as suggested

by Hellinga et al. (1996) and Leu et al. (2009). However, as described in this literature review,

research on how to put these principles into practice is limited.
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1.5 Thesis objectives

In the remaining chapters of this thesis, the potential of off-gas analysis to monitor and control

biological processes in an SBR reactor will be investigated through model simulations.

As it is often preferred to minimize aeration during operation, the initial focus is on controlling

the aerobic phase by detection of the end of nitrification through off-gas analysis. If the aerobic

phase can be ended at the end of nitrification, energy and time are saved while reaching a

sufficiently low ammonium concentration. A method for detecting the end of nitrification

through off-gas analysis was already proposed by a former thesis student at the BioCo Research

Group, Wouter Michiels. He was able to link the end of nitrification with relative changes in

the oxygen and carbon dioxide off-gas profiles. However, the method was only developed and

verified in open loop, i.e. it was not yet implemented into the model to control the aerobic phase

length (Michiels, 2020).

The objective of this thesis is to further explore the feasibility of detecting the end of nitrification

with off-gas analysis. The starting point is the proposed detection method which will be validated

and fully implemented in a model (closed loop implementation). The benefits of using this

detection strategy will be defined, and its robustness in closed loop will be tested with different

influent compositions.

Additionally, this thesis will investigate if the end of denitrification in the anoxic phase can be

detected by off-gas analysis, thereby expanding its potential applications.

In conclusion, the following research question is formulated for this thesis:

Can a sequencing batch reactor be controlled based on off-gas analysis?

This overall research question is addressed through four sub-questions:

1. Can the end of nitrification during the aerobic phase be detected based on the oxygen and

carbon dioxide off-gas profiles?

2. What are the benefits of closed loop control of the aerobic phase length through off-gas

analysis?

3. Is closed loop control of the aerobic phase length robust for a range of constant influent

conditions and a dynamic influent?

4. Can the end of denitrification during the anoxic phase be detected based on off-gas analysis?
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2. MATERIALS AND METHODS

2.1 System under study

To answer all research questions through model simulation, a reference case study was first

defined.

2.1.1 Influent composition

To study the research questions a constant and a dynamic influent composition are required.

Influent data were based on values given in BSM2 (Solon et al., 2017). BSM2 is a benchmark

tool developed by the IWA task group to be able to compare developed control strategies in

a reference simulation model with a defined plant-layout, influent load and evaluation criteria

(Alex et al., 2008). The influent data represent a municipal wastewater inflow with minor

contributions of industrial wastewater. The average constant composition was used, as well as a

dynamic influent composition for 609 days. This 609-day period is proposed in BSM2 to cover

a full range of seasonal variations and long-term performance trends. The composition of the

constant influent and the applied range for the dynamic influent can be found in Appendix A.

2.1.2 Sequencing batch reactor cycle

BSM2 only defines a configuration for continuous wastewater treatment (Alex et al., 2018).

In the search for a similar benchmark model defining an SBR configuration and its operating

strategy (i.e. phase lengths in one batch cycle), the article by Pons et al. (2004) was found.

This article proposes a configuration and operation strategy for SBRs while still applying the

influent load and evaluation criteria of BSM1, the predecessor of BSM2. This configuration and

operating strategy are based on an existing pilot-scale system used by Casellas et al. (2003) and

Casellas et al. (2006) for their research on control strategies. Therefore, the SBR dimensions

and operation strategy of this article were used as reference case as there was no common

approach found in literature to adequately determine cycle lengths for an SBR based on influent

composition. The reference case used in this thesis is the same as the one in Michiels (2020).

For the cycle length, a duration of 24 hours was considered by Casellas et al. (2006), the fixed

lengths of all phases are presented in Table 2.1.
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Table 2.1: Overview of the length of all phases in an SBR as applied in Casellas et al. (2006).

Anaerobic phase with feeding 3 hours

First aerobic phase 6 hours

First anoxic phase with extra feeding 4 hours

Second aerobic phase 3 hours

Second anoxic phase 5 hours

Third aerobic phase 0.5 hours

Settling phase 1.5 hours

Draw phase 0.5 hours

Idle phase 0.5 hours

First, the feeding phase provides the anaerobic conditions necessary for phosphorus removal.

During the following aerobic phase nitrification and phosphate uptake will occur. In the anoxic

phase there is additional feeding to provide sufficient COD, necessary for optimal denitrification

as explained in Section 1.1. This is followed by an alternation of two aerobic phases and an

anoxic phase to ensure a good effluent quality after the additional feeding. The process of

settling was taken into account in the model by a fixed sludge retention time (SRT) of 30 days

(Batstone et al., 2002). Assuming a negligible effect of the settling phase length on the reactor

performance, the length of this phase was not considered. Hence, the cycle length was reduced

to 22.5 hours in the model compared to the case study of Casellas et al. (2006). The phase cycle

is ended by a draw phase and idle phase.

The considered sequencing batch reactor has a working volume of 1.32 m³ with a surface area

of 1.25 m². As the initial volume is 0.66 m³, the feeding volume is 0.66 m³, equally divided

over two feeding moments in the SBR cycle. The volume exchange ratio (VER) is thus equal to

50 %. During the anaerobic and anoxic phases there is no aeration (kLa equal to 0 d−1), while

for the aeration phases a constant kLa of 240 d−1 is considered. There is no active control on

aeration. A schematic representation of the SBR reference cycle can be seen in Figure 2.1.

Figure 2.1: Schematic representation of the reference SBR cycle (Casellas et al., 2006). Black represents an
anaerobic phase, light grey an aerobic phase and dark grey an anoxic phase. The final two cycles are the draw
and idle phase, with during the draw phase also wastage of sludge flocs, adapted from Michiels (2020).
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2. Materials and Methods

2.2 Model description

Biological behaviour during operation of the sequencing batch reactor system was simulated

based on the activated sludge model ASM2d developed by Henze et al. (1999). Given the

thorough analysis of off-gas oxygen and carbon dioxide concentrations in the current thesis,

an accurate simulation of the off-gas phase was necessary. For precise modelling of off-gas

carbon dioxide, exact pH values in the SBR system are required, which are not provided by the

ASM2d model. Therefore, an extension on ASM2d by Flores-Alsina et al. (2015) was chosen: a

plant-wide aqueous phase chemistry module describing pH variations and ion speciation/pairing

in wastewater treatment. The full model is implemented in Matlab/Simulink.

The model has to simulate the behaviour of a sequencing batch reactor with varying volume

depending on the phases of the cycle. However, the implementation by Flores-Alsina et al. (2015)

represents a continuous flow reactor operating at a constant volume. Therefore, adaptations had

to be made in Simulink and Matlab to obtain the desired SBR configuration. Additionally, an

off-gas phase simulation was integrated into the model to capture oxygen and carbon dioxide

off-gas profiles during simulation. These adaptations were carried out by Michiels (2020) in a

previous thesis at the BioCo research group.

In the current thesis, additional modifications were implemented in the model to address the

research questions, while maintaining the overall model structure. Therefore, an extensive

explanation of the model structure can be found in Appendix B, whereas the model adaptations

required for this thesis are discussed in Section 2.3. How the model was adapted from the

original model to a sequencing batch reactor configuration is also described in Appendix B.

2.3 Research outline

2.3.1 Reference case: model validation and process performance

The research started by validating the model outlined in Appendix B with the defined reference

case and a constant influent (Table A.1 in Appendix A). The model was run to understand its

structure, analyse its results and correct any errors. Simulations of the model were performed for

a duration of 150 days (160 cycles) to check if steady state was reached. Process performance was

assessed by evaluating the profiles of ammonium, nitrate, phosphate and liquid oxygen during

operation.

2.3.2 Detecting the end of nitrification: strategy validation

After model validation, the proposed strategy by Michiels (2020) to detect the end of nitrification

by analysis of the oxygen and carbon dioxide off-gas profiles was evaluated. As a different influent

was applied during simulation in this thesis and a substantial error was corrected during model

validation, it was verified if the same strategy could still be applied. This was done by linking
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the off-gas concentration profiles of oxygen and carbon dioxide to the nitrification process in the

liquid phase. It was evaluated if similar relative changes in the off-gas profiles could be registered

as shown by the proposed detection strategy. The detection strategy should be able to detect

the end of nitrification, which is defined as an ammonium concentration below 1g NH4
+ ·m−3.

2.3.3 Closed loop analysis

The validated detection strategy was implemented into the model to end the first aerobic phase

after detection of the end of nitrification. Multiple adaptations were done in the model to be

able to simulate a variable SBR cycle, i.e. the aerobic phase length now had a variable length

instead of a fixed length of 6 hours. The model is defined to simulate in closed loop as the

aerobic phase length is controlled by the detection strategy.

The feasibility of the detection strategy was first validated by a simulation of the closed loop

model with a constant influent. The aerobic phase length and ammonium concentration at the

time of detection were checked during evaluation. If these values did not comply to the definition

of the end of nitrification, the detection strategy was adapted.

Subsequently, the benefits of the detection strategy to control the aerobic phase were investigated.

A comparison was made between an open loop simulation (detection strategy is not implemented)

and a closed loop simulation with a constant influent. Both simulations were run for 609 days.

To ensure steady state during evaluation, only the last 365 days were evaluated. The open loop

and closed loop simulation were compared in number of cycles during these 365 days, volume of

treated wastewater, average aerobic phase length and average ammonium concentration at the

end of the aerobic phase. Furthermore, the reduction in total consumed aeration energy (AEN)

(kWh) was calculated. In BSM2 it is proposed to calculate the total consumed aeration energy

over the entire evaluation period of 365 days (Vrecko et al., 2014):

AEN =
C∗
O2,L,15

1.8 · 1000

∫ tend

tstart

V · kLa(O2),15(t)dt (2.1)

where V represents the volume of water in the reactor (m3), kLa(O2),15 (d−1) the mass transfer

coefficient of oxygen at 15°C, C∗
O2,L,15

(g.m−3) the oxygen saturation concentration at 15°C (8

g.m−3) and tstart and tend the start and end time of the evaluation period, respectively. However,

in the simulations of this thesis the required aeration energy remained constant during all phases,

except for the shortened aerobic phase. Furthermore, at steady state the reduction in aeration

energy is the same for each cycle. Therefore, only the required aeration energy over one aerobic

phase was calculated and compared between a closed loop and an open loop simulation. Hence,

Eq. 2.1 is reduced to (with the volume and mass transfer coefficient being constant during the

aerobic phase):

AEN =
C∗
O2,L,15

1.8 · 1000
· V · kLa(O2),15 · taerobic phase (2.2)
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2. Materials and Methods

After implementation and evaluation of the detection strategy in the first aerobic phase, the

strategy was also implemented for the second aerobic phase. The results were briefly evaluated.

The implementation was not done for the third aerobic phase, as this phase is too short.

2.3.4 Influence of influent characteristics on detection strategy robustness

2.3.4.1 Constant influent conditions

The robustness of the detection strategy was first assessed through application of different

constant influent conditions. The influence of the ammonium and phosphate influent con-

centration was evaluated through simulations of the closed loop model, with implementation

of the strategy only in the first aerobic phase. A simulation over 609 days was repeated for

different combinations of ammonium and phosphate influent concentrations, and evaluation was

based on the number of cycles, aerobic phase length, ammonium concentration at the end of

the aerobic phase and aeration energy. Table 2.2 indicates the concentrations of ammonium

and phosphate for a low, medium and high strength municipal wastewater composition (Volcke

et al., 2023). To test the robustness of the strategy all possible combinations were evaluated,

i.e. 9 simulations were performed.

Table 2.2: Ammonium and phosphate concentrations in municipal wastewater (in m3) (Volcke et al.,
2023).

Low strength Medium strength High strength

Phosphate 4 10 15

Ammonium 20 45 75

It should be noted that the listed influent concentrations are not the concentrations experienced

by the microorganisms in the SBR. The initial volume in the cycle, i.e. the volume of water that

was not wasted in the previous cycle, is equal to 0.66 m3. During the first feeding step in the

anaerobic phase 0.33 m3 is added. The influent is thus diluted by a factor of 3. For example, if

an influent with an ammonium concentration of 75 g.m−3 is fed, the concentration in the reactor

will be equal to 25 g.m−3, plus the low ammonium concentration from the previous cycle (which

should be below the effluent limits). During additional feeding in the first anoxic phase, the

remaining 0.33 m3 is fed and again diluted. This was considered when evaluating the effect of

the ammonium and phosphate concentration on the biological processes and the robustness of

the detection strategy.

2.3.4.2 Dynamic influent conditions

The detection strategy was finally evaluated by simulating the closed loop model with a dynamic

influent to assess its applicability during more realistic conditions. The strategy was only applied

in the first aerobic phase of the cycle. A dynamic open loop simulation was compared to a

dynamic closed loop simulation to evaluate the benefits of implementing the detection strategy.
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First, a simulation was run for 300 days in open loop with a constant influent to reach steady

state, as proposed in BSM2 (Alex et al., 2008). The steady state values were used as initial values

in the simulations over 609 days with a dynamic influent in open and closed loop, respectively.

Again, the detection strategy was evaluated for the last 365 days of the simulation and the

evaluation was based on the same parameters as for the constant influent evaluation.

2.3.5 Detecting the end of denitrification: strategy development

Similar as for the detection of nitrification through analysis of the off-gas profiles of oxygen and

carbon dioxide, it was investigated if this is also possible for detecting the end of denitrification.

In the reference case, no aeration occurred during the anoxic phase, hence no off-gas flow rate

was present. For detection of the end of denitrifcation, aeration at a low flow rate was applied

during the anoxic phases to be able to analyse the off-gas. By applying a kLa equal to 1 d−1

a lower flow rate was simulated in the model as can be seen in Eq. 2.3 (further elaborated in

Appendix B):

QG
in =

kLa(O2)(p
G
atm + ρg V

2S )A

0.6pGatm
(2.3)

Nitrogen gas (N2) is produced during denitrification (Section 1.1.2). Its off-gas concentration

is affected by the process of denitrification, therefore, an off-gas flow simulation of nitrogen gas

was added to the model - next to oxygen and carbon dioxide - in a similar way as described in

Appendix B. Table 2.3 lists all additional parameters used for the off-gas nitrogen flow.

Table 2.3: Additional parameters used in off-gas N2 calculation at 293 K

Parameter Symbol Value Unit Reference

Henry’s law constant for N2 HN2 0.0159 - (Sander, 2015)

Molar mass of N2 MN2 28 g.mole−1 -

Molar fraction of N2 in gas inflow xG
in,N2

0.78084 - (The Engineering Toolbox, sd)

Diffusivity of N2 DN2 2.01·10−9 m2.s−1 (Ferrell and Himmelblau, 1967)

First, the model was run in open loop for 150 days with a constant influent to check if steady

state was reached. It was evaluated if denitrification is still performed adequately with the

low presence of oxygen during the anoxic phase. To develop a strategy for detecting the end

of denitrification, the off-gas profiles of oxygen, carbon dioxide and nitrogen were analysed

together with the profile of nitrate. Similar to the detection strategy for the end of nitrification,

it was evaluated if detectable relative changes in the off-gas profiles were observed at the end of

denitrification in the anoxic phase.
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3. RESULTS AND DISCUSSION

This chapter presents the results of the model simulations, accompanied by their discussion.

Section 3.1 validates the model for further use in this study. In Section 3.2, the focus shifts

towards identifying the end of nitrification through off-gas analysis by validating an existing

detection strategy. In Section 3.3 the detection strategy is implemented into the model to assess

its feasibility for closed loop control of the aerobic phase. Moreover, in Section 3.4 the robustness

of the detection strategy is tested by applying a dynamic influent and a range of ammonium

and phosphate concentrations in the constant influent. Section 3.5 extends the application of

off-gas analysis to detect the end of denitrification during the anoxic phase.

3.1 Reference case: model validation and process performance

The model simulating operation of the defined SBR system with a constant influent, as defined

in Section B.1 of Appendix B, was validated through a simulation over 150 days.

When the output of the original model was briefly evaluated, it was observed that the inert

particulate organic material (XI) is extremely high after 150 days, exceeding 15 000 g.m−3, and

continuously increasing after each cycle (Figure C.1 in Appendix C). This high concentration

is caused by a wrong definition of the SRT in the model of Michiels (2020). Due to a mistake

in units, the SRT was set at 720 days instead of the intended 30 days in the reference system.

As the amount of settling and wasting of sludge was based on this SRT in the model, the

amount of particulates that are removed from the reactor per cycle is almost negligible, which

explains the buildup of inert particulate matter. The SRT was corrected to 30 days and

the model was simulated again for 150 days. After this adaptation, the inert particulate

organic material concentration reached a realistic value (see Figure C.2 in Appendix C). The

fraction of XI at an SRT of 30 days was approximately 50 % compared to the concentration of

heterotrophic, autotrophic and phosphate-accumulating organisms. This fraction is confirmed

in Lopez-Vazquez et al. (2020b) where similar values are reported for an SRT of 30 days.

During simulation, steady state was reached after approximately 75 days for all organisms (see

Figure C.3 in Appendix C). After this check, the last cycle of the simulated 150 days was

evaluated on process performance. The liquid concentration profiles of ammonium, nitrate,

phosphate, pH and dissolved oxygen during this cycle can be seen in Figure 3.1.
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Figure 3.1: Concentration profiles of ammonium, nitrate, phosphate, pH and dissolved oxygen during the last
cycle at steady state (day 150). The arrows on the bar below the plots indicate the time of (additional)
feeding (↓) or wasting (↑).
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3. Results and discussion

The ammonium concentration increases during the anaerobic phase due to feeding and hydrolysis

(Figure 3.1). In the aerobic phases, ammonium is removed by nitrification and converted into

nitrate. In the first anoxic phase, the ammonium concentration initially increases because of

additional feeding. Then it further increases by hydrolysis when anaerobic conditions occur due

to the absence of nitrate after the end of denitrification.

The phosphate concentration increases in the anaerobic phase due to feeding, but primarily due

to phosphate release by the PAO. During the aerobic phase phosphate is removed by uptake.

It can be noted that the concentrations of phosphate are high compared to the concentrations

of ammonium. This explains the absence of an ammonia valley in the pH profile during the

aerobic phase, the effect of phosphate uptake on the pH is higher than the effect of nitrification.

The phosphate concentration increases during the last part of the anoxic cycle due to phosphate

release under anaerobic conditions due to the absence of nitrate after the end of denitrification.

The dissolved oxygen profile is zero during the anoxic and anaerobic phases, while its concentration

increases during the aerobic phases. This is visible in the concentration profile due to a constant

applied aeration flow rate. An inflection point is visible during the first and second aerobic

phase at the end of phosphate uptake. An effect on the dissolved oxygen profile at the end of

nitrification is not visible in this graph, but a limited effect can be observed when looking at the

output data in detail.

The simulated concentration profiles of ammonium, nitrate, phosphate, pH and dissolved oxygen

confirm the discussion of Section 1.1.4.2 in the literature review. Based on this verification and

the above discussion, it can be concluded that the model is able to simulate the behaviour of an

SBR adequately and can be further used for research.
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3.2 Detecting the end of nitrification: strategy validation

A strategy aimed at identifying the end of nitrification in the aerobic phase through off-gas

analysis was proposed by Michiels (2020). This detection strategy is based on monitoring both

oxygen and carbon dioxide concentrations in the off-gas. Relative changes in these off-gas

concentrations at the end of nitrification could be registered and translated in a strategy to

control the aerobic phase length.

Changes in the off-gas oxygen concentration reflect changes in the dissolved oxygen levels, linked

through gas-liquid transfer. Similarly, off-gas carbon dioxide is influenced by the dissolved

carbon dioxide concentration and pH through the bicarbonate buffer system as explained in

Section 1.3. Since the end of the nitrification process has an influence on the dissolved oxygen

and carbon dioxide concentrations, changes in the off-gas oxygen and carbon dioxide levels will

indirectly indicate the end of the process. Mathematically linking these changes to the end of

nitrification will facilitate the implementation of the strategy. An overview of these changes and

their mathematical translation can be seen in the second column of Table 3.1.

At the end of nitrification, reduced oxygen consumption by microorganisms decreases oxygen

uptake and oxygen transfer in the liquid phase. Consequently, less oxygen is transferred from

the gas phase to the liquid phase during aeration. This leads to an increase in the off-gas oxygen

concentration, occurring as an upward inflection point in the concentration profile (see Table

3.1). This inflection point will change from positive to negative in its second derivative, while

transgressing zero, which can be easily detected during off-gas monitoring.

During the aerobic phase, uptake of phosphate by the PAO will occur simultaneously with

nitrification. The process of phosphate uptake will thus also consume oxygen. This affects

the off-gas oxygen concentration similarly as the process of nitrification, with a detectable

upward inflection point in its profile at the end of the phosphate uptake process. Depending

on the ammonium-to-phosphate ratio of the influent, phosphate uptake may end before or after

nitrification. This could lead to an early false detection of the end of nitrification when only

evaluating the oxygen off-gas profile. Therefore, differentiation between these two endpoints is

needed in the detection strategy. This is possible by monitoring the carbon dioxide off-gas profile

in addition to the oxygen off-gas profile. While the end of nitrification increases the pH due to a

reduction in proton production, the end of phosphate uptake lowers the pH. Consequently, off-gas

carbon dioxide concentrations increase at the end of phosphate uptake, but decrease at the end

of nitrification. The increase and decrease translate mathematically in a positive and negative

first derivative, respectively. This allows, after detecting an inflection point in the oxygen off-gas

profile, to identify the end of nitrification when the first derivative of the off-gas carbon dioxide

is negative. When the first derivative is positive, the oxygen increase can be attributed to the

end of phosphate uptake. In Table 3.1, the last column indicates the behaviour of off-gas oxygen

and carbon dioxide during the end of phosphate uptake for comparison.
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3. Results and discussion

Table 3.1: Relative changes in off-gas concentration profiles and mathematical translation at the end of nitrification
and phosphate uptake. t indicates the current time of the SBR operation and tip indicates the time of the inflection
point.

End of nitrification End of phosphate
uptake

Off-gas oxygen Increasing inflection
point

Increasing inflection
point

Detection?
d2CG

O2

dt2 (t < tip) > 0
d2CG

O2

dt2 (t < tip) > 0

and and
d2CG

O2

dt2 (tip) = 0
d2CG

O2

dt2 (tip) = 0

and and
d2CG

O2

dt2 (t > tip) < 0
d2CG

O2

dt2 (t > tip) < 0

Off-gas carbon
dioxide

Decreasing Increasing

Detection?
dCG

CO2

dt (t) < 0
dCG

CO2

dt (t) > 0

The detection strategy successfully identified the end of nitrification in the report of Michiels

(2020). However, in the current study, a different influent was applied and the original model

had to be adapted due to a wrong definition of the SRT. Therefore, it was investigated based

on the results from the 150 day simulation of the adapted model, if this detection strategy is

still valid for a constant influent. The concentration profiles of ammonium, phosphate, off-gas

oxygen and off-gas carbon dioxide during the first aerobic phase of the reference cycle at steady

state in the current study are presented in Figure 3.2.

The off-gas oxygen concentration profile only shows one clear upward inflection point, attributed

to the end of phosphate uptake. Simultaneous with this inflection point, there is a limited

increase in the off-gas carbon dioxide, indicated by a positive first derivative. However, the end

of nitrification cannot be distinguished based on these plots. The range of the y-axis in Figure

3.2 is wide due to the significant response in the off-gas profiles after the end of phosphate

uptake. However, when the range of the y-axis is considerably reduced, a response can be seen

in the zoomed-in off-gas profiles which can be attributed to the end of nitrification as seen in
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Figure 3.3. There is an inflection point in the off-gas oxygen concentration as confirmed via the

second derivative and, simultaneously, the carbon dioxide off-gas is decreasing. This response

confirms the proposed detection strategy. On Figure 3.3, the response in the off-gas due to the

end of phosphate uptake cannot be clearly seen due to the smaller axis limits. Although the end

of nitrification is detected at a concentration much lower than the previously proposed threshold

of 1g NH4
+ ·m−3, using this detection strategy shortens the length of the aerobic phase still by

about an hour.

The minor response at the end of nitrification in the off-gas profiles may be attributed to the

fraction of autotrophic organisms and phosphate-accumulating organisms present in the SBR

during the aerobic phase. These fractions differ from the original model in Michiels (2020)

due to different SRTs, as seen in Table 3.2. In the simulation of this study, the fraction of

autotrophic organisms in the aerobic phase is only 2.6 % at steady state, while the fraction

of phosphate-accumulating organisms exceeds 30 %. This explains why the end of phosphate

uptake has a larger effect on the off-gas profiles compared to the end of nitrification as e.g.

more oxygen will be simultaneously consumed during phosphate uptake. If phosphate uptake

ends, this will have a larger effect on the off-gas oxygen profile. Due to the lower autotrophic

fraction, this effect is smaller at the end of nitrification. The discrepancy between the fractions of

autotrophic and phosphate-accumulating organisms is less pronounced in the study of Michiels

(2020) as seen in Table 3.2, where the fraction of autotrophic organisms is also twice as high

compared to this study. Literature on the specific fractions of active biomass during removal of

organic matter, nitrogen and phosphorus in function of the SRT in an SBR is limited. However,

the biomass fractions in this study were similar compared to literature data for continuous

wastewater treatment. At an SRT of 30 days an autotrophic fraction below 3 % is reported

when only nitrogen is removed (Ekama et al., 2023). With only phosphorus removal the fraction

of phosphate-accumulating organisms is higher than 40 % (Lopez-Vazquez et al., 2020a).

Table 3.2: Fractions of active biomass (heterotrophic, autotrophic and phosphate-accumulating organisms) in the
SBR during the first aerobic phase in the adapted and original model.

Adapted model Original model

Heterotrophic organisms 63.9% 75.7 %

Autotrophic organisms 2.6 % 5.8 %

Phosphate-accumulating organisms 33.5 % 18.5 %

Based on the studied profiles in Figures 3.2 and 3.3, it can be concluded that the detection

strategy should still be able to detect the end of nitrification, even though the relative changes

in the off-gas are less pronounced.
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3. Results and discussion

Figure 3.2: Concentration profiles of ammonium, phosphate, off-gas oxygen with its first and second derivative
and off-gas carbon dioxide with its first derivative during the first aerobic phase of the last cycle (day 150). The
cycle time is indicated in hours and the first aerobic phase spans hour 3 til 9 from the 22.5 hours of the cycle.
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Figure 3.3: Concentration profiles of ammonium and phosphate during the first aerobic phase of the 150th cycle.
The off-gas oxygen with its first and second derivative and off-gas carbon dioxide with its first derivative are
zoomed in as compared to Figure 3.2. The cycle time is indicated in hours and the first aerobic phase spans
hour 3 til 9 from the 22.5 hours of the cycle.
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3. Results and discussion

3.3 Closed loop analysis

3.3.1 Closed loop implementation and strategy adaptation

The detection strategy was implemented into the model to control the length of the first aerobic

phase. A flowchart on how to understand and implement this detection strategy can be found

in Appendix C Section C.2. With this implementation, the reactor operation switches from the

aerobic phase to the anoxic phase upon detection of the end of nitrification. First, the feasibility

of the strategy was investigated with a constant influent in a 150-day simulation of the closed

loop model.

After approximately 100 days, steady state was reached (See Figure C.5 in Appendix C). Figure

3.4 shows the corresponding concentration profiles of ammonium, nitrate, phosphate, pH and

dissolved oxygen during the last cycle. The first aerobic phase is ended after about 1 hour.

However, at this moment, the ammonium concentration amounts to 5.2 g NH4
+ ·m−3, which is

considerably above the defined threshold of 1 g NH4
+ ·m−3. Aeration is in fact ended before

the end of nitrification, which is not desired. Visually on Figure 3.4, it appears that the first

aerobic phase ended at the end of phosphate uptake. After evaluating the model output in more

detail, it was concluded that this is indeed the case. Hence, the current strategy resulted in a

false positive detection of the end of nitrification.

The implemented detection strategy relies on the simultaneous detection of an inflection point

in the off-gas oxygen profile and a decrease in the carbon dioxide off-gas linked to the end of

nitrification. A false positive detection at the end of phosphate uptake and consequently early

end of the aerobic phase implies that, together with an upward inflection point in the off-gas

oxygen profile, a decrease in the carbon dioxide off-gas is occurring. The expected simultaneous

increase of the carbon dioxide off-gas concentration at the end of phosphate uptake did not occur

(Table 3.1).

The output data of the carbon dioxide off-gas concentration were evaluated in detail to explain

this unexpected behaviour. It was observed that a few time steps before the occurrence of the

upward inflection point in the off-gas oxygen, the carbon dioxide concentration was increasing.

As seen in Figure 3.2, the carbon dioxide concentration is constantly decreasing, with a limited

increase over a short time period at the end of phosphate uptake. This increase occurred between

a phosphate concentration of 0.86 g.m−3 and 0.006 g.m−3. At a concentration lower than 0.006

g.m−3 the carbon dioxide off-gas concentration decreased again. The upward inflection point

in the off-gas oxygen profile occurred at a concentration lower than 0.006 g.m−3, i.e. 0.0046

g.m−3. This explains the false positive detection of the end of nitrification since the effect of the

end of phosphate uptake on the oxygen and carbon dioxide off-gas concentrations did not occur

simultaneously.
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Figure 3.4: Concentration profiles of ammonium, nitrate, phosphate, pH and dissolved oxygen during the last
cycle of the constant closed loop scenario (day 150). The cycle time is indicated in hours and the arrows on the
bar below the plots indicate when (additional) feeding or wasting occurs. The red line indicates when the aerobic
phase is ended due to detection.

The proposed detection strategy failed to detect the end of nitrification in a closed loop implemen-

tation. A new strategy was proposed where the simultaneous detection of changes in the off-gas

oxygen and carbon dioxide profile is not necessary. The new strategy is able to remember if

an increase in carbon dioxide occurred in a time period before detecting an upward inflection

point in the off-gas oxygen concentration. In that way, the end of phosphate uptake can still be

differentiated from the end of nitrification. The new detection strategy is depicted in Figure 3.5

in combination with a more detailed explanation on how to interpret the strategy.
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3. Results and discussion

i = 1 and P = 0

i = i+1

ti < t(aerobic phase length)

ti > tstart + 10 min

dCG
CO2

dt (i− 1) < 0 and
dCG

CO2

dt (i) > 0

Set P = 1

d2CG
O2

dt2 (i− 1) < 0 and
d2CG

O2

dt2 (i) > 0

P = 1 or
dCG

CO2

dt (i) > 0

Detection at ti

Fix P = 0

Aerobic phase length limit reached

YES

YES

YES

NO

YES

NO

NO

YES

NO

NO

Figure 3.5: Flowchart of the new detection strategy.

47



Interpretation of the detection strategy flowchart

1. Initialization: The process starts with setting i to 1 and P to 0.

2. Incrementing i: i is then incremented by 1.

3. Time check: It is verified if the current time, ti, is less than the specified length of the

aerobic phase (6 hours).

4. Time check (Cont.): If the time condition is met, it checks if the current time, ti, is

greater than the start time plus 10 minutes to avoid the unstable behaviour of the off-gas

flow at the start of aeration.

5. Carbon dioxide concentration check: If both time conditions are met, it checks if the

first derivative of the carbon dioxide concentration (
dCG

CO2

dt ) was negative at the previous

time step (i− 1) and positive at the current time step (i).

6. Fixing P : If the carbon dioxide condition is met, it fixes P to 1. This step facilitates the

strategy to remember that the carbon dioxide off-gas concentration was increasing for a

time period.

7. Oxygen concentration check: After the carbon dioxide concentration check, it checks

whether the second derivative of the oxygen concentration (
d2CG

O2

dt2 ) was negative at the

previous time step (i−1) and positive at the current time step (i). This is the mathematical

translation of an inflection point in the oxygen off-gas profile.

8. Carbon dioxide concentration check (Cont.): If the oxygen condition is met, it is

verified if P is still 1 or the first derivative of carbon dioxide (
dCG

CO2

dt ) is positive at time

step (i).

9. Detection: If the conditions are met, it proceeds to ”Detection at ti”. The end of

nitrification is detected and the aerobic phase is ended.

10. Fixing P : If the conditions for detection are not met, it fixes P back to 0.

11. Looping back: In the case of no detection, it loops back to increment the i variable and

repeats the process until the end of nitrification is detected or the maximum length of the

aerobic phase is reached.
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3. Results and discussion

The new detection strategy was implemented into the model and run for 150 days. As shown

in Figure 3.6, the ammonium concentration is now well below the threshold of 1 g NH4
+ ·m−3

when the aerobic phase is ended. The adapted detection strategy is now able to detect the end

of nitrification and subsequently end the aerobic phase.

Figure 3.6: Concentration profiles of ammonium, nitrate, phosphate, pH and dissolved oxygen during the last
cycle of the constant closed loop scenario with the new detection strategy. The cycle time is indicated in hours
and the arrows on the bar below the plots indicate when (additional) feeding or wasting occurs. The red line
indicates when the aerobic phase is ended upon detection.

3.3.2 Open loop versus closed loop: benefits

The operational advantages of applying the detection strategy were evaluated through a simulation

of the closed loop model and a simulation of the open loop model where the aerobic phase length

is not controlled (i.e. length is fixed to six hours). A constant influent was applied for 609 days.

The last 365 days of both simulations were compared in number of cycles, average aerobic phase
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length, average ammonium concentration at the end of nitrification and required aeration energy.

An overview of this comparison can be seen in Table 3.3.

Table 3.3: Comparison open and closed loop simulations with a constant influent over 365 days.

Open loop scenario Closed loop scenario

Number of cycles 389 431

Volume treated water 513.5 m3 568.9 m3

Average length first aerobic phase 6 h 2h 38 min

Average ammonium concentration 0.11 g.m−3 0.31 g.m−3

Aeration energy in 1st aerobic phase 0.18 kWh 0.08 kWh

The closed loop simulation (Figure 3.6) showed a clear difference from the open loop simulation

(Figure 3.1). Over the evaluated 365 days, 42 additional SBR cycles could be run, increasing

the volume of treated wastewater by 55.4 m3. The first aerobic phase was reduced on average

to 2 hours and 38 minutes, a decrease of almost 56 % compared to the defined 6 hours in the

reference case. Although the ammonium concentration at the detection point was slightly higher

compared to the open loop scenario, it remained well below the threshold of 1 g NH4
+ ·m−3. The

required aeration energy during the first aerobic phase showed a similar reduction as the average

length of the aerobic phase as the equation for calculating the aeration energy assumed that the

aeration energy is linearly dependent on the length of the aerobic phase. Since aeration energy

is a considerable part of the cost during wastewater treatment the reduction of its demand is a

huge benefit of the detection strategy.

In general, the newly adapted detection strategy is able to detect the end of nitrification with a

constant influent composition and has several benefits as proven by the comparison of the open

loop and closed loop simulations.

3.4 Influence of influent characteristics on detection strategy

robustness

3.4.1 Constant influent conditions

The effect of the ammonium and phosphate influent concentration on the detection strategy was

investigated by simulating the closed loop model with different constant influents. An influent

concentration range of 20 - 75 g.m−3 for ammonium and 4 - 15 g.m−3 for phosphate was applied.

The number of cycles, aerobic phase length, ammonium concentration at detection and required

aeration energy of each closed loop simulation are presented with bar plots in Figure 3.7.
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3. Results and discussion

First, it was checked if the ammonium concentration at the end of the aerobic phase is below

the defined threshold of 1 g NH4
+ ·m−3. As depicted in Figure 3.7a, only for a combination of

the highest ammonium concentration (75 g.m−3) and lowest phosphate concentration (4 g.m−3),

the end concentration is too high. Here, the detection strategy failed. After assessing the model

output, it became evident that this originated from a false positive detection at the end of

phosphate uptake.

To assess this false positive detection, the output of the closed loop model simulation with these

specific influent conditions was further evaluated. It could be seen that during the first aerobic

phase the carbon dioxide off-gas concentration is constantly increasing before detection (see

Figure C.6 in Appendix C). This could be due to a high rate of nitrification compared to the

rate of phosphate uptake as the autotrophic organisms are exposed to a high concentration of

ammonium in the reactor1. Nitrification produces protons and thus has a decreasing effect on

the pH, this results in an increase of the carbon dioxide off-gas concentration.

The original detection strategy was adapted in Section 3.3.1 based on the assumption that the

carbon dioxide concentration is constantly decreasing in the aerobic phase with only an increase

at the end of phosphate uptake. The ammonium concentration and phosphate concentration

were then equal to 25.2 g.m−3 and 5.7 g.m−3, respectively (Appendix B). With a significantly

higher ammonium concentration of 75 g.m−3 and a low phosphate concentration, the carbon

dioxide off-gas profile is constantly increasing. It is evident that the detection strategy is not

robust for this different behaviour. Adapting the detection strategy to accommodate these

influent conditions has to be researched in an extension of this thesis.

Combinations of 75 g.m−3 ammonium with a phosphate influent concentration of 10 g.m−3 and

15 g.m−3 also showed a continuous increase of the carbon dioxide off-gas concentration. However,

as the end of phosphate uptake occurred after the end of nitrification due to the higher phosphate

concentration present in the reactor, the false positive detection did not occur. All combinations

with a 20 g.m−3 and 45 g.m−3 influent ammonium concentration showed a decreasing trend of

the carbon dioxide off-gas concentration, here the detection strategy was feasible.

The robustness of the detection strategy was further evaluated for all influent conditions which

resulted in a correct detection. The average aerobic phase length revealed a general trend towards

phase length reduction across most combinations (Figure 3.7b). However, for the combination

of 4 g.m−3 of phosphate and 20 g.m−3 of ammonium in the influent, no decrease was observed as

the average length of the aerobic phase in this scenario is 6 hours, equal to the maximum length

of the first aerobic phase. However, the output data showed that the nitrification threshold of 1

g NH4
+ ·m−3 was already reached before these six hours, indicating that the detection strategy

is not able to detect the end of nitrification at these low strength influent concentrations. Further

analysis attributed this failure to the absence of an inflection point in the off-gas oxygen profile.

At these low concentrations, there seems to be a lower concentration of autotrophic organisms

in the SBR which results in a less pronounced effect in the off-gas, as explained in Section 3.2.

Nevertheless, the complete absence of such an inflection point at a phosphate concentration of

1Ammonium concentration in reactor is about 25 g.m−3 due to dilution of the influent as explained in Section 2.3.4.1 of
Materials and Methods
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4 g.m−3 remains unexplained by the model output as at a higher phosphate concentration the

detection strategy is still feasible.

Furthermore, the increase in number of cycles during these 365 days and the reduction in

required aeration energy during the first aerobic phase were assessed (Figures 3.7c and 3.7d).

Both scenarios where the detection strategy was proven not to be feasible were not taken into

account. Overall, there is a significant increase in number of cycles between an ammonium

influent concentration of 20 g.m−3 and 45 g.m−3. A higher ammonium concentration resulted

in a considerable increase in the concentration of autotrophic organisms, which increases the

nitrification rate. This leads to an earlier end of nitrification, hence an earlier detection in the

aerobic phase and a shorter cycle. When changing the ammonium influent concentration from 45

g.m−3 to 75 g.m−3, the effect on the number of cycles is limited. The phosphate concentration

also has a positive effect on the cycle increase, but less pronounced. The required aeration

energy confirms the previous trend: there is a significant reduction of the required aeration

energy between an ammonium concentration of 20 g.m−3 and 45 g.m−3.

Overall, for most combinations of the ammonium and phosphate concentration, the detection

strategy was still able to detect the end of nitrification and shorten the total cycle time. However,

at the highest ammonium concentration (75 g.m−3) the detection strategy is not feasible if the

end of phosphate uptake occurs before the end of nitrification, resulting in a false positive

detection. Furthermore, at a combination of the lowest ammonium (20 g.m−3) and lowest

phosphate (4 g.m−3) influent concentration the end of nitrification could not be detected. The

detection strategy is thus not fully robust for the full range of applied ammonium and phosphate

influent concentrations.
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3. Results and discussion

(a) Ammonium concentration at the end of the aerobic phase.

(b) Average length of the aerobic phase.

Figure 3.7: Bar plots showing the average final ammonium concentration and the average aerobic phase
length in function of the ammonium and phosphate concentration in the influent.
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(c) Number of cycles during evaluated 365 days.

(d) Required aeration energy during the aerobic phase.

Figure 3.7: Bar plots showing the number of cyles and aeration energy requirement in function of the
ammonium and phosphate concentration in the influent.
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3. Results and discussion

Further evaluation of the detection strategy involved its implementation in the second aerobic

phase to assess the possibility of detecting nitrification in both the first and second aerobic

phase. Once again, simulations were done for every combination of ammonium and phosphate

in the influent. Table C.1 in Appendix C presents the results of these simulations.

At an ammonium concentration of 20 g.m−3 no distinguishable change is observed by implementing

the detection strategy in the second aerobic phase, which is linked to the lower nitrification rate

at this ammonium concentration. The end of nitrification is not reached within 3 hours, there

is no earlier end of the aerobic phase. For ammonium influent concentrations of 45 g.m−3 and

75 g.m−3, a higher nitrification rate is expected, resulting in an earlier end of the second aerobic

phase and an increase of the total number of cycles compared to its implementation only in the

first aerobic phase. However, only for the combination of 45 g.m−3 ammonium and 10 g.m−3

phosphate, the number of cycles increased. For the other combinations the duration of the first

aerobic phase length was even prolonged compared to previous evaluation, while the second

aerobic phase length was slightly reduced. Overall, the earlier end of the second aerobic phases,

negatively affected the length of the first aerobic phase.

Implementation of the detection strategy in the second aerobic phase did not increase the number

of cycles, except for one specific combination.

3.4.2 Dynamic influent conditions

The final purpose of this research would be to implement the detection strategy based on off-gas

analysis in practice. The detection strategy was tested with a dynamic influent composition

to approach reality. The influent composition was retrieved from BSM2 (Solon et al., 2017),

which provides values for a changing influent every 15 minutes over a period of 609 days. The

detection strategy was only implemented in the first aerobic phase. After simulation, the results

were evaluated over the last 365 days as seen in Table 3.4.

Table 3.4: Evaluation dynamic influent scenario over 365 days.

Dynamic influent scenario

Number of cycles 503

Volume treated water 618.7 m3

Average length first aerobic phase 0h 42 min

Maximum length first aerobic phase 5h 4 min

Maximum length first aerobic phase 0h 16 min

Average ammonium concentration 15.6 g.m−3

Maximum ammonium concentration 34.6 g.m−3

Minimum ammonium concentration 0.08 g.m−3
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During the last 365 days of the dynamic influent simulation, a high number of cycles are

obtained, leading to a high volume of treated wastewater. However, when evaluating the average

ammonium concentration at the point of detection this is above the threshold of 1 g NH4
+ ·m−3.

In fact, only 22 cycles out of the simulated 503 cycles have an ammonium concentration lower

than 1 g NH4
+ ·m−3 at the point of detection. It can be concluded that the detection strategy

is failing with a dynamic influent by detecting the end of nitrification too early. This early

detection, which is sometimes even after 20 minutes into the first aerobic phase, can be attributed

to the occurrence of an early inflection point in the off-gas oxygen profile. At the point of this

inflection point, the carbon dioxide concentration is decreasing. This leads to the fulfillment of

the detection conditions, which results in ending the first aerobic phase. The early inflection

point cannot be linked to the end of nitrification, nor the end of phosphate uptake. There are

thus changes in the off-gas profiles during the first aerobic phase with a dynamic influent that

were not present in the previous simulations with a constant influent. It is hypothesized that

this could be due to the system not being in steady state with a dynamic influent. The biological

reactions have to constantly adapt to the changing conditions of the influent which also leads to

a more changing off-gas composition. This changing off-gas composition results in a less robust

detection and in this case failing of the detection strategy.

An implementation in practice with a more dynamic influent seems, based on this evaluation, not

feasible. More research would be needed to explain the reason of the early occurring inflection

point in the off-gas better. Furthermore, the detection strategy has to be adapted to differentiate

the inflection point in the oxygen off-gas profile linked to the end of nitrification in a robust way.
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3. Results and discussion

3.5 Detecting the end of denitrification: strategy development

To extend the potential applications of off-gas analysis for controlling a sequencing batch reactor,

it was investigated if a strategy could be developed to control the anoxic phase length based on

off-gas measurements. This involved linking changes in the off-gas to the end of denitrification,

similar to the strategy to detect the end of nitrification in previous sections. While controlling

the anoxic phase length does not reduce the aeration energy (as no aeration is required during

the anoxic phase), it can reduce cycle time, allowing a higher volume of wastewater to be treated

within the same time period.

The open loop model was adapted by implementing a small aeration flow during the anoxic

phase to be able to measure an off-gas flow and a simulation of the nitrogen gas concentration

in the off-gas was added (Section 2.3.5 in Materials and Methods). This open loop model was

simulated for 150 days with a constant influent composition (defined in Appendix A), reaching a

steady state after 75 days (Figure C.7 in Appendix C). It was verified that the low aeration gas

flow during the anoxic phase had minimal influence on the denitrification process by evaluating

the last cycle at steady state (Figure C.8 in Appendix C). Due to the low applied kLa, the

dissolved oxygen concentration was very low (about 0.004 g.m−3) in the first anoxic phase,

having a negligible effect on denitrification.

To develop a detection strategy, the nitrate and off-gas concentration profiles during the last

cycle of the 150 days were evaluated (Figure 3.8). In addition to oxygen and carbon dioxide,

nitrogen gas, produced during denitrification by the heterotrophic organisms, was evaluated:

NO3
– +COD −−→ N2 +CO2 +H2O+ biomass

Changes in the nitrogen off-gas profile could thus potentially be linked to the end of denitrification.

The oxygen off-gas concentration in Figure 3.8 decreases in the anoxic phases. In the limited gas

flow distributed to the SBR during the anoxic phases, there is mass transfer of oxygen gas to the

liquid phase. As heterotrophic organisms prefer oxygen above nitrate as an electron acceptor,

oxygen will be consumed first. However, as indicated before, the presence of dissolved oxygen

is very limited due to the low gas flow rate, so it does not affect denitrification considerably.

The oxygen off-gas concentration decreases due to this continuous consumption, but this is not

related to the process of denitrification and will not respond to changes in this biological process.

Thus, oxygen cannot be used to detect the end of denitrification with off-gas analysis.

Carbon dioxide and nitrogen gas are produced during denitrification, with visual changes in

their profiles during the anoxic phases (Figure 3.8). At the start of the first anoxic phase,

carbon dioxide off-gas increases due to the additional feeding step which reduces the pH of

the SBR system. During denitrification the increase in carbon dioxide is limited, but at the

end of denitrification the increase is more pronounced due to the occurrence of anaerobic

conditions when all nitrate is removed. Anaerobic conditions lead to a decrease in the pH of the

system which will affect the carbon dioxide concentration in the off-gas. The nitrogen off-gas
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concentration decreases briefly during additional feeding but continuously increases during the

remainder of denitrification while reaching a plateau at the end of denitrification.

To link changes in the off-gas carbon dioxide and nitrogen to the end of denitrification, their

profiles were studied in detail during the first anoxic cycle in Figure 3.9. Similar as for the

detection strategy of nitrification, it was determined if these changes can be mathematically

translated to set up a detection strategy. As an easy mathematical translation is a derivative,

the derivatives of off-gas carbon dioxide and nitrogen gas (until the third derivative) were plotted

in Figure 3.9.

When the profiles of off-gas carbon dioxide and nitrogen were analysed, there is a response in

both their profiles close to the end of denitrification, indicated by their derivatives (highlighted

by the red area on Figure 3.9). The carbon dioxide off-gas has a local maximum in the second

derivative and a sign change from positive to negative in the third derivative. The nitrogen

off-gas has a local minimum in the second derivative and a sign change from negative to positive

in the third derivative at the end of denitrification. As it is easiest to measure a sign change in a

detection strategy, monitoring of the third derivative to detect the end of denitrification would

be most suitable.

The third derivative can be defined as the rate of change of the acceleration of a function. Table

C.2 in Appendix C gives an interpretation of the meaning of the first, second an third derivative if

clarification is needed. Off-gas carbon dioxide increases during denitrification with an increasing

acceleration (always faster). It reached a maximum acceleration at the end of denitrification,

thereafter, the acceleration rate of the increase of carbon dioxide concentration slowed down.

The fast increase in carbon dioxide at the end of denitrification can be linked to this maximum

acceleration. This behaviour at the end of denitrification can be seen as a local maximum in

the second derivative and a change from positive to negative in the third derivative. For the

off-gas nitrogen concentration a similar interpretation can be made. During denitrification the

nitrogen gas increases with a decreasing acceleration (always slower) to reach a minimum at the

end of denitrification. This leads to a local minimum in the second derivative of the nitrogen

gas concentration and a sign change from negative to positive in the third derivative.

Based on this evaluation, monitoring the third derivative of the carbon dioxide and nitrogen

off-gas profiles seems to enable detection of denitrification, as a first step towards the development

of a detection strategy. Further assessment is necessary to ensure that monitoring carbon dioxide

and nitrogen off-gas is sufficient for integration into a detection strategy, as some concerns can

be raised. The highly unstable behaviour during the first hour of the anoxic phase - as observed

in Figure 3.9 - has to be dealt with in a possible detection strategy. Furthermore, more research

has to be done into the effect of different applied influent compositions on the off-gas profiles of

carbon dioxide and nitrogen gas. Finally, measurements could be less straightforward compared

to the aerobic phases due to the very low gas flow rate applied during the anoxic phase and

the necessity to monitor nitrogen gas, which is not common. The applicability of this detection

strategy could be affected by the accuracy of these measurements.
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3. Results and discussion

Figure 3.8: Nitrate and off-gas (O2, CO2 and N2) concentration profiles during the last cycle of a 150
day open loop simulation.
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Figure 3.9: Nitrate and off-gas (CO2 and N2) concentration profiles with their derivatives during the first
anoxic phase (hour 9 - 13) of the last cycle of a 150 day open loop simulation. The red line indicates the
end of denitrification.
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4. CONCLUSIONS AND

PERSPECTIVES

In biological wastewater treatment effective monitoring and control during operation are of high

importance to minimize treatment time and avoid excessive energy consumption. In aerobic

systems, control is focused on optimizing aeration since it contributes significantly (up to 75 %)

to the energy use (Rosso et al., 2008). Any reduction in aeration supply results in substantial

operational cost savings.

During wastewater treatment in sequencing batch reactors, aeration control is primarily based

on identifying the end of nitrification, during which oxygen is consumed. As this type of

reactor operates in a transient state, parameters such as ammonium concentration, phosphate

concentration, pH and ORP can be measured in the liquid phase to guide process decisions.

Concentrations in the off-gas could, aside from liquid-phase concentrations, indirectly reflect

biological processes, offering a potential complement to or substitute for liquid phase control.

Additionally, off-gas measurements require less maintenance, are cheaper and often more represen-

tative for the whole reactor.

In this thesis, the potential of off-gas analysis for process control in a sequencing batch reactor

was investigated through simulations in Matlab/Simulink. The feasibility of detecting the end

of nitrification in the aerobic phase was tested starting from a previously proposed detection

strategy (Michiels, 2020). The detection strategy was validated, adapted and implemented in the

model to end the aerobic phase. The robustness of the strategy was tested through application

of a range of constant influents and a dynamic influent. Additionally, the end of denitrification

in the anoxic phase was linked to the off-gas concentrations in order to develop a detection

strategy.

Four specific research questions were addressed in this thesis. They are answered in what follows,

drawing conclusions and indicating perspectives for research as well as practical implications.

1. Can the end of nitrification during the aerobic phase be detected based on the

oxygen and carbon dioxide off-gas profiles?

In order to answer this question, an available model was first validated to simulate the behaviour

of an SBR for a constant influent composition, revealing a mistake in the value of the sludge

retention time (SRT), which was subsequently corrected. It was confirmed that relative changes

in the off-gas oxygen and carbon dioxide concentration could be linked to the end of the

nitrification process. A proposed detection strategy based on this correlation by Michiels (2020)
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was implemented into the model (defined closed loop model) to check if the aerobic phase

length could be controlled based on detecting the end of nitrification through off-gas analysis.

The detection strategy was adapted to cope with non-simultaneous changes in the oxygen and

carbon dioxide off-gas profiles at the end of phosphate uptake. The adapted closed loop detection

strategy was able to detect the end of nitrification during the aerobic phase based on the oxygen

and carbon dioxide off-gas profiles.

2. What are the benefits of closed loop control of the aerobic phase length through

off-gas analysis?

The benefits of closed loop control were determined through steady state simulation considering

a constant influent composition. By applying closed loop control through off-gas analysis, both

time and energy could be saved. The average length of the aerobic phase reduced by 56 %,

which contributed to an increase of treated wastewater over the evaluated period of 365 days by

almost 10 %. The required aeration energy during the aerobic phase was also reduced by 56 %.

3. Is closed loop control of the aerobic phase length robust for a range of constant

influent conditions and a dynamic influent?

The detection strategy used for closed loop control of the aerobic phase length needs improvement

to be robust over the full range of constant influent conditions. An influent with a high

ammonium concentration and low phosphate concentration resulted in a different behaviour

of the carbon dioxide off-gas concentration (continuous increase during the aerobic phase) which

was not taken into account in the detection strategy. Furthermore, a false negative detection

with an influent of a low ammonium and phosphate concentration could not be accounted for.

The detection strategy was also not yet robust for a dynamic influent as there were false positive

detections due to early changes in the off-gas oxygen profile.

Further development of the detection strategy is required to allow dectection of the end of

nitrification with a constantly increasing carbon dioxide off-gas concentration. Furthermore,

the detection strategy should be able to cope with the more variable off-gas behaviour during

treatment of a dynamic influent.

It could be of interest to simultaneously start experiments of off-gas monitoring in practice to

verify if the off-gas oxygen and carbon dioxide profiles correspond with the modelled profiles.

Practical off-gas measurements could provide insight into the variable behaviour of the off-gas

and help adapt the detection strategy from another perspective.

4. Can the end of denitrification during the anoxic phase be detected based on

off-gas analysis?

A correlation was observed between the end of denitrification and the off-gas carbon dioxide and

nitrogen concentrations. In the third derivative of the off-gas profiles of both compounds, a sign

change occurred, facilitating detection during monitoring of the off-gas. These findings could

be used to further develop a robust detection strategy during the anoxic phase. Furthermore,

several concerns about the feasibility of measuring the off-gas during the anoxic phase were

raised which must be addressed in future research.
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4. Conclusions and perspectives

Overall, in this thesis several aspects about the control of a sequencing batch reactor based

on off-gas analysis were investigated. It can be concluded that the possibilities for controlling

the aerobic and anoxic phase length through off-gas analysis are promising. However, further

research into detection strategy development and robustness is necessary.

Finally, the potential of off-gas analysis for process control could be broadened to other systems

in the wastewater treatment sector such as continuous flow reactors to monitor the aerobic and

anoxic parts or reactors with aerobic granular sludge to monitor the simultaneous processes of

nitrification and denitrification.
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APPENDIX A

INFLUENT COMPOSITION

Table A.1: Constant influent composition defined in BSM2 (Solon et al., 2017).

State variable Symbol Value Units

Dissolved oxygen SO2
0 g O2.m

−3

Fermentable, readily SF 69.9 g COD.m−3

biodegradable organic substrate

Fermentation products (acetate) SA 57.5 g COD.m−3

Inert soluble organic material SI 26.6 g COD.m−3

Ammonium plus ammonia nitrogen SNH4
25.2 g N.m−3

Dinitrogen SN2
0 g N.m−3

Nitrate plus nitrite nitrogen SNO3
0 g N.m−3

Inorganic soluble phosphorus (phosphate) SPO4
5.7 g P.m−3

Total inorganic carbon STIC 84 g C.m−3

Inert particulate organic material XI 94.1 g COD.m−3

Slowly biodegradable substrate XS 369.9 g COD.m−3

Heterothropic organisms XH 51.5 g COD.m−3

Phosphate accumulating organisms XPAO 0 g COD.m−3

Polyphosphate XPP 0 g P.m−3

Cell internal storage product of PAO XPHA 0 g COD.m−3

Nitrifying organisms XAUT 0 g COD.m−3

Total suspended solids XTSS 374.7 g TSS.m−3

Potassium SK 20 g K.m−3

Magnesium SMg 30 g Mg.m−3

77



Table A.2: Range of the dynamic influent composition over 609 days defined in BSM2 (Solon et al., 2017).

State variable Symbol Value Units

Dissolved oxygen SO2
0 g O2.m

−3

Fermentable, readily SF 0.6 - 183.3 g COD.m−3

biodegradable organic substrate

Fermentation products (acetate) SA 0.5 - 150.4 g COD.m−3

Inert soluble organic material SI 2.1 - 41.1 g COD.m−3

Ammonium plus ammonia nitrogen SNH4
0.8 - 58.7 g N.m−3

Dinitrogen SN2
0 g N.m−3

Nitrate plus nitrite nitrogen SNO3
0 g N.m−3

Inorganic soluble phosphorus (phosphate) SPO4
0.2 - 14.9 g P.m−3

Total inorganic carbon STIC 84 g C.m−3

Inert particulate organic material XI 4.9 - 201.3 g COD.m−3

Slowly biodegradable substrate XS 20.5 - 776.5 g COD.m−3

Heterothropic organisms XH 2.4 - 107.8 g COD.m−3

Phosphate accumulating organisms XPAO 0 g COD.m−3

Polyphosphate XPP 0 g P.m−3

Cell internal storage product of PAO XPHA 0 g COD.m−3

Nitrifying organisms XAUT 0 g COD.m−3

Total suspended solids XTSS 29.9 - 787.8 g TSS.m−3

Potassium SK 20 g K.m−3

Magnesium SMg 30 g Mg.m−3
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APPENDIX B

MODEL DESCRIPTION

B.1 Model structure

The model used to describe the operation of the considered sequencing batch reactor is presented

below. Its structure is based on Henze et al. (1999), Flores-Alsina et al. (2015) and Michiels

(2020).

B.1.1 Biochemical processes

The biochemical processes in the sequencing batch reactor are described by the activated sludge

model ASM2d by Henze et al. (1999). This is a mathematical model which allows for dynamic

simulation of biological COD, nitrogen and phosphorus removal with the influent composition as

main input. Several fractions of biomass are considered: the ordinary heterotrophic organisms

for COD removal and denitrification, the phosphate accumulating organisms for COD removal,

denitrification and phosphate uptake and the ammonium oxidizing bacteria for nitrification. To

represent the model in an efficient way, matrix notation is mostly used where index i indicates

the state variables and index j the processes. The full matrix notation of this model can be

found in the reference work of Henze et al. (1999).

19 components are considered as state variables in the model, listed in Table B.1 (Henze et al.,

2006). Soluble components (e.g. ammonium, phosphate or magnesium) are indicated by S,

while particulate components (e.g. biomass fractions or poly-phosphate) are indicated by X. In

comparison to the original ASM2d model some adaptations were made to be able to interface

with the speciation model (Section B.1.2) (Flores-Alsina et al., 2015): alkalinity SALK is replaced

by total inorganic carbon STIC , the process of chemical precipitation (represented by states

XMeOH and XMeP ) is neglected and potassium (SK) and magnesium (SMg) are explicitly

added (Flores-Alsina et al., 2015). Additionally, the volume is added as a 20th state variable, as

the volume in an SBR changes over time (Michiels, 2020). The initial values of all state variables

applied during simulation can be found in Table B.2.
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Table B.1: Overview of state variables in all biochemical processes.

State variable Units Reference

Dissolved oxygen SO2
g O2.m−3 (Henze et al., 1999)

Fermentable, readily biodegradable organic substrate SF g COD.m−3 (Henze et al., 1999)

Fermentation products (acetate) SA g COD.m−3 (Henze et al., 1999)

Inert soluble organic material SI g COD.m−3 (Henze et al., 1999)

Ammonium plus ammonia nitrogen SNH4
g N.m−3 (Henze et al., 1999)

Dinitrogen SN2 g N.m−3 (Henze et al., 1999)

Nitrate and nitrite nitrogen SNO3
g N.m−3 (Henze et al., 1999)

Inorganic soluble phosphorus (phosphate) SPO4
g P.m−3 (Henze et al., 1999)

Total inorganic carbon STIC g C.m−3 (Flores-Alsina et al., 2015)

Inert particulate organic material XI g COD.m−3 (Henze et al., 1999)

Slowly biodegradable substrate XS g COD.m−3 (Henze et al., 1999)

Heterotrophic organisms XH g COD.m−3 (Henze et al., 1999)

Phosphate accumulating organisms XPAO g COD.m−3 (Henze et al., 1999)

Polyphosphate XPP g P.m−3 (Henze et al., 1999)

Cell internal storage product of PAO XPHA g COD.m−3 (Henze et al., 1999)

Nitrifying organisms XAUT g COD.m−3 (Henze et al., 1999)

Total suspended solids XTSS g TSS.m−3 (Henze et al., 1999)

Potassium SK g K.m−3 (Flores-Alsina et al., 2015)

Magnesium SMg g Mg.m−3 (Flores-Alsina et al., 2015)

Volume V m3 (Michiels, 2020)

80



B. Model description

Table B.2: Initial values of state variables during simulation (Flores-Alsina et al., 2015).

.

State variable Symbol Value Units

Dissolved oxygen SO2
0 g O2.m−3

Fermentable, readily SF 2 g COD.m−3

biodegradable organic substrate

Fermentation products (acetate) SA 5 g COD.m−3

Inert soluble organic material SI 30 g COD.m−3

Ammonium plus ammonia nitrogen SNH4 22 g N.m−3

Dinitrogen SN2 21 g N.m−3

Nitrate plus nitrite nitrogen SNO3
0.001 g N.m−3

Inorganic soluble phosphorus (phosphate) SPO4
11 g P.m−3

Total inorganic carbon STIC 84 g C.m−3

Inert particulate organic material XI 1800 g COD.m−3

Slowly biodegradable substrate XS 150 g COD.m−3

Heterothropic organisms XH 1900 g COD.m−3

Phosphate accumulating organisms XPAO 250 g COD.m−3

Polyphosphate XPP 70 g P.m−3

Cell internal storage product of PAO XPHA 7 g COD.m−3

Nitrifying organisms XAUT 125 g COD.m−3

Total suspended solids XTSS 3700 g TSS.m−3

Potassium SK 100 g K.m−3

Magnesium SMg 100 g Mg.m−3

Volume V 0.660 g m3

All state variables are involved in multiple processes in the reactor: 19 biochemical processes are

considered in ASM2d. These processes can be found in Table B.3. Mathematical expressions

of their respective process rates ρj can be found in the reference work of Henze et al. (1999).

To calculate the overall reaction rate of one state variable A, all applicable processes where

compound A is involved are considered with their respective process rate (ρj) and the stoichiometric

coefficient (vi,j) of state variable A. The overall reaction rate rA (g · h−1 ·m−3) is calculated by

reaction B.1:

rA =
∑
j

vA,j · ρj (B.1)

The overall reaction rate of state variable A is thus the sum of the products of the individual

process rates with their respective stoichiometric coefficient.
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Table B.3: Overview of considered biochemical processes in ASM2d model (Henze et al., 2006)

Hydrolysis processes

Aerobic hydrolysis

Anoxic hydrolysis

Anaerobic hydrolysis

By heterotrophic organisms: XH

Growth on fermentable substrates, SF

Growth on fermentation products, SA

Denitrification with fermentable substrates, SF

Denitrification with fermentation products, SA

Fermentation

Lysis

By phosphorus-accumulating organisms: XPAO

Storage of XPHA

Aerobic storage of XPP

Anoxic storage of XPP

Aerobic growth on XPHA

Anoxic growth on XPP

Lysis of XPAO

Lysis of XPP

Lysis of xPHA

By autothropic organisms: XAUT

Aerobic growth of XAUT

Lysis of XAUT

Based on the principle of mass balances, the values of the state variables over time can be

calculated. A distinction is made between soluble and particulate state variables.

Mass balance for soluble state variable A

d(V · SA)

dt
= (QL

in · SA,in −QL
out · SA,out) + rA · V +mL−G

A (B.2)

With V the liquid volume in the bioreactor (m3), SA the concentration of state variable A in

the bioreactor (g ·m−3), QL
in and QL

out the influent and effluent flow rate, respectively (m3 ·h−1),
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B. Model description

SA,in and SA,out the concentration of state variable A in the influent and effluent, respectively

(g ·m−3) and mL−G
A the gas-liquid mass transfer rate of state variable A (g · h−1).

Only for soluble components that are transferable to the gas phase the last term of Eq. B.2 is

considered.

Mass balance for particulate state variable B

During filling and reaction phase

d(V · XB)

dt
= QL

in · XB,in + rB · V (B.3)

During draw phase

d(V · XB)

dt
= QL

in · XB,in −
V · XB,out

SRT
· ttot
tw

+ rB · V (B.4)

With SRT (h) the chosen sludge retention time, ttot (h) the total length of one cycle and tw

(h) the length of the draw phase. The length of the settling phase is not considered, as the

predefined SRT takes this settling already into account (Batstone et al., 2002).

As the volume is also a state variable in this model, a mass balance is considered with influent

flow rate QL
in and effluent flow rate QL

out to calculate the changing volume:

dV

dt
= QL

in −QL
out (B.5)

The code for the ASM2d model was initially implemented as a C-file by Gernaey (2004) and

further modified by Flores-Alsina et al. (2015) to complement the additional speciation model.

B.1.2 Speciation

The overall purpose of the whole model is to link the oxygen and carbon dioxide off-gas profile

with the liquid phase biological processes. As the off-gas carbon dioxide concentration is

dependent on the bicarbonate buffer system as described in Section 1.2.3, the speciation of

total inorganic carbon in the liquid phase has to be known. By calculating pH variations and

ion speciation/pairing this is possible. The code of the speciation model was written in a C-file

by Flores-Alsina et al. (2015) and has as input the output of the ASM2d model. The aqueous

phase of the sequencing batch reactor is here characterized by a set of chemical entities: 120

species are considered which all can be formulated by a linear combination of 19 components.

These 19 components account for the total molar content of the aqueous phase. For an overview

of these 19 components and 120 species and how these are linked by linear combination, one is

referred to Flores-Alsina et al. (2015).

To calculate the concentration of all species over time, mass balances for the species and

components and a charge balance are considered. In those mass balances chemical activity
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corrections are made and temperature dependence is included. These differential equations

result in a nonlinear algebraic system which is solved by a multi-dimensional version of the

Newton-Rhapson method.

This speciation model is especially useful to calculate the fraction of total inorganic carbon

that is present as H2CO3* (free carbon dioxide (CO2aq) and carbonic acid (H2CO3)). This

concentration will be further used in the off-gas calculations to determine the carbon dioxide

off-gas concentration.

B.1.3 Off-gas

Based on the dissolved oxygen concentration (So2) and the dissolved carbon dioxide concentration

(H2CO3*), the oxygen and carbon dioxide off-gas concentrations over time are calculated. These

calculations are based on the gas-liquid mass transfer principles as described in Section 1.2.

However, instead of applying the formulas of the two-film theory (Lewis and Whitman, 1924), a

more complex formula is used to calculate the gas-liquid mass transfer rate mL−G (g ·m−3 ·h−1)

of oxygen or carbon dioxide which takes into account the mean pressure and mean composition

of the gas phase over the reactor height (Baeten et al., 2020). Eq. B.6 was stated in Baeten

et al. (2020) as a good balance between complexity and accuracy for poorly soluble gases like

oxygen.

mL−G = kLa

H
(pG

atm+ρg V
2S )M

RT xG
in − CL

1 +
kLaH(pG

atm+ρg V
2S )V

2pG
atmQG

in

V (B.6)

With kLa the mass transfer coefficient (h−1), H Henry’s law constant for oxygen or carbon

dioxide, pGatm the atmospheric pressure (Pa), ρ the density of water (kg ·m−3), g the gravitational

acceleration (m · s−1), S the cross-sectional area of the reactor (m2), MA the molar mass of

oxygen or carbon dioxide (g ·mole−1), R the universal gas constant (J ·mole−1 ·K−1), T the

temperature (K), xGin,A the molar fraction of oxygen or carbon dioxide in the gas flow rate and

CL the concentration of dissolved oxygen or carbon dioxide (g.m−3).

The average gas flow rate QG
in is calculated empirically as a function of the oxygen mass transfer

coefficient kLa(O2) (Baeten et al., 2020):

QG
in =

kLa(O2)(p
G
atm + ρg V

2A)A

0.6pGatm
(B.7)

Also the carbon dioxide mass transfer coefficient kLa(CO2) is correlated to kLa(O2) (De heyder

et al., 1997):

kLa(CO2) = kLa(O2)

√
DCO2

DO2

(B.8)

With DCO2
and DO2

the diffusivities of carbon dioxide and oxygen, respectively (m2 · s−1).
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B. Model description

Based on the calculated gas-liquid mass transfer rates of oxygen and carbon dioxide and their

mass balances in the gas phase considering no accumulation, the off-gas oxygen and carbon

dioxide concentrations could be calculated:

d(V G · CG
i )

dt
= QG(CG

i,in − CG
i,out)−mL−G

i = 0 (B.9)

CG
i,out = CG

i,in −
mL−G

i

QG
(B.10)

With index i representing oxygen or carbon dioxide.

The values of the used parameters in the above off-gas calculations can be found in Table B.4.

The mass transfer coefficients and volume are variable over time and thus not listed in the table.

Table B.4: Parameters used in off-gas calculations at 293 K

Parameter Symbol Value Unit Reference

Henry’s law constant for oxygen HO2
0.0297 - (Sander, 2015)

Henry’s law constant for carbon dioxide HCO2
0.818 - (Sander, 2015)

Atmospheric pressure pGatm 101325 Pa -

Density of water ρ 1000 kg.m−3 -

Gravitational acceleration g 9.81 m.s−1 -

Cross sectional area of the reactor S 1 m2 -

Molar mass of oxygen MO2
32 g.mole−1 -

Molar mass of carbon dioxide MCO2 44 g.mole−1 -

Universal gas constant R 8.314 J.mole−1.K−1 (Encyclopaedia Britannica, 2023)

Molar fraction of oxygen in gas inflow xG
in,O2

0.20946 - (The Engineering Toolbox, sd)

Molar fraction of carbon dioxide in gas inflow xG
in,CO2

3.3 ·10−4 - (The Engineering Toolbox, sd)

Diffusivity of oxygen DO2 2.2·10−9 m2·s−1 (Ferrell and Himmelblau, 1967)

Diffusivity of carbon dioxide DCO2 1.92·10−9 m2·s−1 (Ferrell and Himmelblau, 1967)
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B.2 Adaptations on the original model

B.2.1 Original model

The original model is a Matlab/Simulink implementation of a pH module within BSM1 by

Flores-Alsina et al. (2015) downloaded from GitHub. The original model represents a continuous

configuration with a settler and recycling streams. Furthermore, for this thesis the files associated

with ASM2d were chosen.

C-files 1

• asm2d.c - s-function for Simulink model (biological part).

• combiner asm2d.c - funcion which combines two separate streams into one based on loads.

• hyddelay asm2d.c - a special delay function to avoid algebraic loops.

• settler1d asm2d.c - file for a 10-layer one dimensional settler model.

• UQ speciation DAE.c - s-function for Simulink model (speciation part).

Initialisation files

• init asm2d.m - initial values of the state variables and parameter definition (biological

part).

• settler1dinit asm2d.m - initial values of the state variables in the settler.

• speciation init.m - initial values of the state variables and parameter definition (speciation

part).

• benchmarkinit asm2d.m - runs all initialisation files and defines dummy variables of model.

Input data

• CONSTINFLUENT asm2d mat - constant value influent file (average values).

• DRYINFLUENT asm2d mat - dynamic influent file for dry weather data for 14 days (15

minute samples).

• LTINFLUENT asm2d mat - full dynamic data for 609 days (15 minute samples).

• RAININFLUENT asm2d mat - dynamic influent file for rain weather data for 14 days (15

minute samples).

• STORMINFLUENT asm2d mat - dynamic influent file for storm weather data for 14 days

(15 minute samples)

1These C-files must be compiled in Matlab by the mex command: mexall asm2d.m
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B. Model description

Simulink models

• benchmark asm2d.slx - simulate the plant without active control using dynamic input data.

• benchmarkLT asm2d.slx - simulate the plant without active control using full long term

dynamic input data.

• benchmarkss asm2d.slx - simulate the plant without active control using constant input

data.

B.2.2 Adapted model by Michiels (2020)

The adapted model differs primarily in configuration: a batch configuration without separate

settler or recycling streams. Due to this batch configuration, the volume varies over time.

Secondly, off-gas simulation was added to the model.

Used C-files from original model

• asm2d.c - s-function for Simulink model (biological part)

• UQ speciation DAE.c - s-function for Simulink model (speciation part)

Used initialisation files from original model

• speciation init.m - initial values of the state variables and parameter definition (speciation

part)

• benchmarkinit asm2d.m - runs all initialisation files and defines dummy variables of model

Simulink model

Adaptation of this simulink model was necessary to an SBR configuration. The Simulink

model was simplified by only modelling one bioreactor and excluding the settler block and

recycling streams. The content of the bioreactor block remained similar with asm2d.c and

UQ speciation DAE.c to simulate biological behaviour and speciation. Additional input information

regarding influent flow rate, aeration and wasting was added as this varies in an SBR, along

with the inclusion of an off-gas simulation.

B.3 How to run the model?

1. Run the mex command to be able to use all C-files in Matlab.

2. Define all input data (influent, cycle times, flowrate, aeration, wasting etc.)

3. Run benchmarkinit asm2d to load initial values of all state variables and parameters.

4. Run the correct model.

5. Process obtained data to desired formats or graphs.
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APPENDIX C

RESULTS AND DISCUSSION:

EXTRA FIGURES

C.1 Reference case: model validation and process performance

Figure C.1: Profile of inert particulate organic matter during 150-day simulation of the original model (SRT =
720 days). The concentration exceeds 15 000 g.m−3 at day 150 and continues to increase.
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Figure C.2: Profile of inert particulate organic matter during 150-day simulation of the adapted model (SRT =
30 days).
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C. Results and discussion: extra figures

Figure C.3: Biomass concentration profiles over 150 day simulation with constant influent input at defined initial
values. Steady state was reached after approximately 100 days.
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C.2 Closed loop analysis

i = 1

i = i+1

ti < t(aerobic phase length)

ti > tstart + 10 min

d2CG
O2

dt2 (i− 1) > 0 and
d2CG

O2

dt2 (i) < 0

dCG
CO2

dt (i) < 0

Detection at tiAerobic phase length limit reached

YES

YES

YES

YES

NO

NO

NO

NO

Figure C.4: Flow chart explaining how to implement the detection strategy in the model as developed
by Michiels (2020). It takes into account some variability in the off-gas at the beginning of aeration (10
minutes). How to interpret this flow chart is discussed below.

1. Initialization: The process starts with setting i to 1.

2. Incrementing i: i is then incremented by 1.

3. Time Check: It is verified if the current time, ti, is less than the specified length of the

aerobic phase.

4. Time Check (Cont.): If the time condition is met, it checks if the current time, ti, is

greater than the start time plus 10 minutes to avoid the unstable behaviour of the off-gas

flow at the start of aeration.

5. Oxygen Concentration Check: If both time conditions are met, it checks whether the

second derivative of the oxygen concentration (
d2CG

O2

dt2 ) was positive at the previous time

step (i− 1) and negative at the current time step (i). This is the mathematical translation

of an inflection point in the oxygen off-gas profile.
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C. Results and discussion: extra figures

6. Carbon Dioxide Concentration Check: If the oxygen condition is met, it checks if the

first derivative of the carbon dioxide concentration (
dCG

CO2

dt ) is negative at the current time

step (i). This is the mathematical translation of a decreasing carbon dioxide profile.

7. Detection: If all conditions are met, it proceeds to ”Detection at ti”.

8. Looping Back: When there is no detection, it loops back to increment the i variable and

repeats the process.

Figure C.5: Biomass concentration profiles over 150 day simulation of the closed loop model with constant influent
input. Steady state was reached after approximately 100 days.
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C.3 Influence of influent characteristics on detection strategy

robustness

Figure C.6: Profiles of ammonium, phosphate, nitrate, pH, off-gas oxygen and off-gas carbon dioxide during
the aerobic phase of the closed loop simulation with an ammonium concentration of 75 g.m−3 and a phosphate
concentration of 4 g.m−3. The off-gas carbon dioxide concentration is constantly increasing which lead to a false
positive detection with the implemented detection strategy.
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C. Results and discussion: extra figures

Table C.1: Overview of the influence of different ammonium and phosphate concentrations in a constant influent
for closed-loop control of the first aerobic phase AND second aerobic phase.

Number of cycles

N = 20 g.m−3 N = 45 g.m−3 N = 75 g.m−3

P = 4 g.m−3 388 452 501

P = 10 g.m−3 418 494 466

P = 15 g.m−3 430 462 468

Average aerobic length

N = 20 g.m−3 N = 45 g.m−3 N = 75 g.m−3

Phase 1 Phase 2 Phase 1 Phase 2 Phase 1 Phase 2

P = 4 g.m−3 6 h 3 h 2 h 48 min 3 h 2 h 53 min 1 h 2 min

P = 10 g.m−3 3 h 15 min 3 h 2 h 16 min 1 h 53 min 3 h 41 min 1 h 36 min

P = 15 g.m−3 2 h 49 min 3 h 2 h 1 min 1 h 38 min 3 h 16 min 1 h 53 min

Average final ammonium concentration

N = 20 g.m−3 N = 45 g.m−3 N = 75 g.m−3

Phase 1 Phase 2 Phase 1 Phase 2 Phase 1 Phase 2

P = 4 g.m−3 0.11 g.m−3 0.26 g.m−3 0.31 g.m−3 0.08 g.m−3 0.27 g.m−3 5.54 g.m−3

P = 10 g.m−3 0.11 g.m−3 0.13 g.m−3 0.22 g.m−3 0.27 g.m−3 0.11 g.m−3 2.81 g.m−3

P = 15 g.m−3 0.18 g.m−3 0.11 g.m−3 0.21 g.m−3 0.28 g.m−3 0.11 g.m−3 0.25 g.m−3

C.4 Detecting the end of denitrification: strategy development

Table C.2: Overview of how to interpret sign of first, second and third derivative.

Positive (+) Negative (-)

First derivative Increasing function Decreasing function

Second derivative Function with a Function with a

positive acceleration negative acceleration

Third derivative Function with an Function with a

increasing acceleration decreasing acceleration
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Figure C.7: Biomass concentration profiles over 150 day simulation for the open loop model to investigate the
application of off-gas analysis to detect the end of denitrification.
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C. Results and discussion: extra figures

Figure C.8: Concentration profiles of ammonium, nitrate, phosphate, pH and dissolved oxygen during the last
cycle of the denitrification simulation (day 150). Denitrification during the anoxic phase is still feasible.
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