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Abstract

Analog-to-digital converters (ADCs) are ubiquitous in modern electronics. Voltage controlled

oscillator (VCO) based ADCs take advantage of the fast-switching advanced CMOS technologies

to perform digital-friendly, efficient analog-to-digital conversion [1]. However, traditional single-

bit quantized VCO-ADCs require the sampling frequency to be higher than the maximal VCO

frequency. A coarse counter can be added to the VCO readout structure to reduce the necessary

sampling frequency, and it was shown by Borgmans et al. [2] that this could lead to a more

power-efficient design. In this thesis, an exploration of the specific challenges faced by the coarse-

fine VCO-ADC is presented. Asynchrony between the coarse and fine counters is investigated in

detail, and a double connected coarse counter is proposed which avoids the effect of asynchrony

up to high VCO frequencies with a low power consumption. The other circuits which make up

the VCO-ADC are discussed, with a focus on how these affect the noise performance and power

consumption of the VCO-ADC. Several crucial parameters are selected and optimized for given

specifications on the signal-to-noise ratio (SNR) and third harmonic distortion (HD3). A design

algorithm which performs this optimization is developed, explained, and applied to a coarse-fine

VCO-ADC design. This design is simulated on circuit level and achieves an SNR of 76.52 dB

and a HD3 of −37.09 dB at a bandwidth of 40MHz. When this VCO-ADC is simulated in a

pseudo-differential setup and the output is digitally calibrated, it reaches a signal-to-noise and

distortion ratio (SNDR) of 74.86 dB for a power consumption of only 1.862mW.
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Abstract—This work presents a method to design coarse-fine
VCO-ADCs operating at a high VCO frequency. A design sized using
this algorithm was simulated, leading to a VCO-ADC with an SNR
of 79.80 dB and an SNDR of 74.86 dB for a power consumption of
1.862 mW. The coarse-fine VCO-ADC is first discussed on a system
level with a focus on how the asynchrony between the coarse and fine
counter reduces the performance. A connected double coarse counter
design is proposed with improved timing constraints and a reduced
power consumption through the use of gated NAND-latches. Other
building blocks which make up the VCO-ADC are also discussed
with a focus on how to design and size these components for a
minimal power consumption. By co-optimizing several parameters,
a design algorithm for a given SNR and HD3 at a certain bandwidth
is obtained, extending the algorithm presented in [1].

Index Terms—analog-to-digital conversion, voltage-controlled
oscillator, coarse-fine readout, coarse counter asynchrony, power-
efficient

I. INTRODUCTION

To understand and communicate with the world around us,
sensors and receivers measure analog signals of physical quanti-
ties. An analog-to-digital converter (ADC) is necessary to convert
these signals to the digital domain. As with all electronics, there is
a desire to process more information at a faster rate. Technology
scaling has allowed CMOS digital circuits to achieve the required
faster switching speeds. However, the voltage headroom in ad-
vanced CMOS technologies is limited, making it a challenging
environment to design operational amplifiers and comparators [2].
A more digital-friendly ADC can be obtained using a voltage
controlled oscillator (VCO). VCO-ADCs have been designed
both for sensors [3], wireless receivers [4], and other applications.

It was suggested in [1] that a VCO-ADC using a coarse-fine
readout structure could be optimal to achieve demanding speci-
fications at a minimal power consumption. This work presents a
circuit-level design of a coarse-fine VCO-ADC. It deals with the
challenge of asynchrony between the coarse and fine counters by
proposing a novel coarse counter. An algorithm to combine and
size different circuits for the VCO-ADC is also presented and a
resulting circuit-level design is simulated.

II. SYSTEM-LEVEL CONSIDERATIONS

A. Coarse-Fine VCO-ADC Model

A coarse-fine VCO-ADC is shown in figure 1. The signal is
quantized by sampling the location of an edge in a ring oscillator
with Nϕ delay cells. The coarse counter counts up to Nc−1 full
cycles of the ring oscillator, while the fine counters determine
the position of the edge within a cycle. The addition of the

coarse counter gives the designer the freedom to determine the
sampling frequency fs separately from the VCO frequency fVCO:
the condition fs > fVCO is relaxed to fs > fVCO/Nc. By selecting
a suitable value of Nc, fs can be reduced significantly leading
to a decreased power consumption in the sampling and digital
stages of the VCO-ADC.

Nb,c

fs

Sampling

Decoding

Difference

Vin(s) D(z)

Coarse
Counter

Figure 1: Coarse-fine VCO-ADC

Figure 2 shows a block diagram of the VCO-ADC. The input
voltage modulates the VCO frequency, and this is integrated
to give the phase, which is quantized in steps of π/Nϕ. The
quantized phase is sampled and a difference operation is applied.

Vin(s) KVCO
1

s
+

fs
1− z−1 D(z)

f0

VCO

Figure 2: Block diagram of the VCO-ADC

Quantization is typically modelled as discrete additive noise,
allowing us to extract equation 1 for the output D(z) from the
block diagram. Based on this transfer function, equation 2 for the
signal-to-quantization noise ratio (SQNR) is proposed in [5].

D(z) =

[
KV COVin(s) + f0

s

]∗ (
1− z−1

)
+Q(z)

(
1− z−1

)

(1)

SQNR = 20 log10

(
2Nϕftune

fs

)
+ 30 log10

(
fs

2fBW

)
− 3.41

(2)



B. Coarse Counter Asynchrony
One factor which can significantly affect the performance of

the coarse-fine VCO-ADC is asynchrony between the coarse and
fine counters. The coarse counter block in figure 1 will require
a certain time to determine its next value. The waveform will
therefore be delayed compared to the fine counter, but is sampled
at the same time. Figure 3 shows the effect of asynchrony: the
coarse counter only takes its next value a time τc after the falling
edge of the reference phase Vϕ,0. On the falling clock edge, the
sampled value of the coarse counter is 1 lower than expected,
leading to an error of 2Nϕ in the output of the VCO-ADC.

5 6

τc

clock

Vϕ,0(t)

Cc(t)

Figure 3: Waveforms showing asynchrony

This asynchrony has a dramatic effect of the quality of the
signal. The ratio of the signal to the combined noise due to
asynchrony and quantization SNRQ,τc is shown in figure 4 for a
system-level simulation in Simulink. For the single counter, this
is shown in blue and immediately drops steeply from the SQNR
when a small τc is introduced. This can be solved using a double
counter, as discussed in [3].
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Figure 4: Effect of asynchrony on SNRQ,τc

The concept of a double counter is shown in figure 5. The
value of coarse counter A increases at the rising edge of the
phase and counter B increments at the falling edge. If the fine
counter value is low, the edge on which coarse counter A reacts
is least recent, and therefore its value is selected, and vice versa
if the fine counter value is high. The double coarse counter is also
simulated in Simulink, and the results are shown as the red dots
in figure 4. As visible, the SNRQ,τc remains equal to the signal-
to-noise ratio (SNR) without asynchrony until the τc becomes
larger than TVCO,min/2, half of the minimal VCO period. Longer
delays mean that the correct value is still not determined when
this coarse counter is again selected. The condition in equation 3
should be met to avoid effects of asynchrony.

τc <
TVCO,min

2
(3)

F0(k)
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Coarse Counter
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Coarse Counter
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fs

2Nϕ
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1

0

Figure 5: Readout using the double coarse counter.

C. Double Connected Coarse Counter

Meeting the condition in 3 is difficult with a traditional
synchronous or asynchronous counter. In a synchronous counter,
the calculation of the next state needs to happen extremely fast
and consumes a significant amount of power.

In an asynchronous counter, the calculation ripples through the
different flipflops storing Nb,c different bits. If the propagation
time of each of the flipflops is written as τb, the maximal total
propagation time is τc = Nb,cτb. This leads to a stricter constraint
on τb to meet the presented condition, especially if a coarse
counter with a higher number of bits is required.

The proposed solution is to start from two asynchronous coun-
ters but change the connections between flipflops to achieve faster
propagation and low power consumption. These connections are
shown in figure 6. In this figure, coarse counter A and B each
consist of Nb,c gated latches.

The red, dotted connection from the Q output of latch na
to the D input of latch nb guarantees that the count in coarse
counter B will follow the count in counter A correctly. The
difference operation can therefore be applied with samples from
different counters. This was proposed by Perez et al. in [3].
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Coarse Counter A

Coarse Counter B

Figure 6: Connected asynchronous binary counters

The blue, dashed connection in 6 is a novel idea presented in
this work to feed the value at the data output Q of counter nb
through to the enable input E of counter (n+1)a. The start of the
transition in bit (n+1)a is now brought forward by half a cycle
of the previous bit. This is shown for the first two bits in figure 7.
At the falling VCO edge, the rising edge of bit 1b occurs and
this will immediately start the transition on bit 2a. The transitions
of bit na and bit nb will not overlap as long as the condition in



equation 4 is fulfilled. The timing constraint is most strict for the
first bit, for which it becomes the condition in equation 3.

Nτb < 2N−1TVCO,min

2
for all N = 1, ..., Nb (4)

Vϕ,0

bit 1a

bit 1b

bit 2a

bit 2b 1,1 = 3

Figure 7: Waveforms in the connected binary counter

The correct bit at each level can be selected by implementing
the multiplexing operation in series: as figure 7 shows, the value
of bit 2a is reliable if the value of bit 1 is 0 and bit 2b is reliable
if the value of bit 1 is 1. The output of the first multiplexer
therefore becomes the selection bit for the second multiplexer,
and this continues until the Nb,c bits are selected.

The final connection is implemented as the olive-coloured,
dash-dotted line in figure 6. Due to this connection, the data
input of bit na only changes when the value of bit nb changes.
The transitions on counter a and counter b happen half a period
of the previous signal apart, therefore the data input will not
change during the half period after the edge used as clock edge.
The counter therefore does not require a flipflop but can be
implemented using gated latches. These latches are significantly
simpler to design and therefore reduce the power consumption in
the coarse counter.

III. CIRCUIT DESIGN

A. Ring Oscillator and Tuning Circuit

The different building blocks which make up the VCO-ADC
in figure 1 have to be designed as a transistor-level circuit.
In this design, some parameters have a fixed sizing, especially
when it is expected that a minimal sizing is optimal for both
speed and power consumption, taking advantage of the digital-
friendly nature of the used technology, which is 28 nm CMOS.
All transistors are implemented in ultra low threshold voltage
(ulvt) flavor, and the supply voltage Vdd equals 900mV.

Some parameters which are crucial to the performance are not
yet sized in this section. The sizing of these parameters is done
by the algorithm described in section IV.

Vϕ,n−1,+

Vϕ,n−1,−
Vϕ,n,−

Vϕ,n,+

Vϕ,n+1,−

Vϕ,n+1,+

Vdd

Vtune

Figure 8: Feed-forward delay cell

The ring oscillator consists of the delay cells shown in figure 8.
These delay cells, described in [6] and implemented in a VCO-
ADC in [7] allow the ring oscillator to reach higher frequencies
than in standard cross-coupled delay cells since the signal is
fed forward through a single inverter path from stage n − 1 to
stage n+1. The NMOS transistors are sized with minimal length
30 nm. Their width is denoted as Wn as this is crucial to the trade-
off between input-referred thermal noise and current consumption
in the ring through impedance scaling. The PMOS transistor
width equals to 2Wn and length is 30 nm. The number of delay
cells Nϕ in the ring will also be optimized in the algorithm.

Rconn

Rgnd

VtuneVin

Vdd

Ring
Oscillator

Figure 9: VCO tuning circuit

The ring will be tuned by applying a voltage Vtune to the bottom
of the ring, which is set by the circuit in figure 9, described in [8].
It was shown in [9] that the ring oscillator characteristic is similar
to a diode characteristic. The two resistors Rconn and Rgnd apply a
suitable load line to this diode characteristic, given by equation 5.
Due the tuning voltage the bottom voltage of the square wave is
not rail-to-rail anymore. This makes the operation of the coarse
counter and sampling in the fine counters more difficult.

Iring = Vtune

(
1

Rconn
+

1

Rgnd

)
− Vin

Rconn
(5)

B. Coarse Counter and Buffer

The buffer circuit of figure 10 is used to provide a larger
amplitude of the square wave to the input of the coarse counter.
All transistors in this buffer will be sized minimally with length
30 nm and width 100 nm to minimize power consumption at a
high speed and therefore avoid that the condition in equation 4
limits the VCO frequency too strongly.

Vdd

M1 M2

M3 M4

Vϕ,buff,0+Vϕ,buff,0−

Vϕ,0+ Vϕ,0−

Figure 10: Coarse counter buffer

The output of the buffer circuit Vϕ,buff,0+ is used as the positive
input Vϕ,0 of the connected counters in figure 6 and Vϕ,buff,0− as
Vϕ,0. The gated latches in this figure are implemented using four
NAND-gates as in figure 11. Each of the NAND-gates itself is
implemented as in figure 12. Once again, the transistors will be
sized minimally for high speed at low power consumption.
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Figure 12: NAND gate

Thanks to the buffer circuit, the NAND-latch operates correctly
up to a Vtune of 650mV, allowing us to significantly reduce
the voltage over the ring oscillator and therefore also its current
consumption. The performance of the NAND-gates together with
the buffer circuit is shown in figure 13. The rise and fall times
of the NAND-latch are below 55 ps for a tuning voltage up to
500mV. Since the highest VCO frequencies are obtained at low
Vtune, a maximal VCO frequency fVCO,max up to 8GHz can be
achieved under condition 4. As visible in figure 13d, the gated
latches require only a limited transient charge to switch to a
new output. The buffer consumes a significant leakage current
as seen in figure 13c, but the higher achievable Vtune allows a
larger reduction in the VCO current.
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Figure 13: Performance of the buffered NAND-latch

C. Sense Amplifier
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Figure 14: StrongARM sense amplifier

To sample the output of the ring oscillator very quickly and
correctly at high Vtune, a StrongARM sense amplifier [10] [11] is
used. This circuit is shown in figure 14. The StrongARM outputs
rail-to-rail values of Vout,+ and Vout,−, forcing a low value at
the side where the current drawn by M5 or M6 is strongest. All
transistors are sized minimally, except for M7 which is sized with
a width of 200 nm and a length of 30 nm. The regeneration time
constant of cross-coupled transistors M1-M4 determines the time
it takes to reach the rail-to-rail output required by the digital
circuit. After a time of 262 ps, a loose upper bound for the
probability that the output is metastable is in the order of 10−15,
low enough to not affect the SNR of the VCO-ADC. This value
will therefore be applied as the input delay when synthesizing
the digital circuit.

D. Digital Circuit
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Figure 15: Digital circuit

The digital chain which processes the sampled outputs is
shown in figure 15 and consists of a decoder for the coarse
and fine counters and three registers and a subtraction which
are used to perform the difference operation shown in figure 2.
The coarse counter decoder is implemented as a multiplexing
operation over the different coarse bits. The value of the fine
counter is determined using a lookup table: it is the position and
direction of the rising or falling edge which determines the value
of the fine counter, and therefore only 2⌈log2 Nϕ⌉+1 different codes



are expected at the input of this decoder. The other codes can lead
to any value out the output, implemented by a default case
with a ‘don’t care’ (x) output. The synthesized digital circuit for
Nϕ = 16 and Nb,c = 3 has a longest-path delay of 484 ns. The
circuit can therefore be synthesized without the need to pipeline
any operations up to a sampling frequency of approximately
1.5GHz. A design without pipelining saves a lot of power as
extra registers and other calculation blocks are not needed. This
is reflected in the limited power consumption of the digital circuit
of only 168 µW at fs = 1GHz.

IV. OPTIMIZING THE DESIGN

The circuits are sized to achieve a certain SNR and third har-
monic distortion (HD3) for a given bandwidth at minimal power
consumption. Using empirical data obtained from simulating the
different building blocks in the VCO-ADC circuit and taking into
account the effect of different parameters on the SNR and power
consumption, an optimal design can be obtained. The remaining
sizing parameters are the resistors Rgnd and Rconn of the tuning
circuit, the width of the NMOS transistors Wn of the delay cells,
the number of delay cells Nϕ and the sampling frequency fs.

These variables provide us with a large design space, which
can be reduced by considering several bounds on the variables.
Nϕ is limited to integer powers of two as this will allow us to
decode the fine and coarse counters seperately and therefore more
efficiently. Together with the maximal values of fs and fVCO,max,
this allows us to define a set of combinations for Nϕ, fVCO,max and
fVCO,min for which the SQNR is larger than the desired SNR. For
the maximal and minimal VCO frequency, the points on curve of
Iring in function of Vtune for the original width Wn,0 allow us to
determine Rconn,0 and Rgnd,0 using equation 5. These values will
be resized further together with Wn using impedance scaling.

Based on Rconn,0 and Rgnd,0, a curve of Vin against fVCO
is obtained. This curve is fitted with a third order polynomial
approximation of the input-output relation of the VCO with its
tuning circuit, allowing us to determine whether the requirement
on HD3 is met. This requirement is invariant under impedance
scaling.

If the desired HD3 is achieved, the input-referred thermal noise
can be calculated based on the analysis in [9] and [12] for the
width Wn,0. The ratio of the power in the input signal to the
power of the maximal noise voltage will be written as SNRin,T,0.
The actual signal-to-noise ratio after impedance scaling can be
calculated using its proportionality to Wn. Similarly, the maximal
SQNR at the maximal sampling frequency fs,max is determined
and this value is rescaled by a factor fs/fs,max. To obtain the
desired SNR, the values of fs and Wn are therefore related
through equation 6.

fs,max

SQNRmaxfs
=

1

SNR
− Wn,0

SNRin,T,0Wn
(6)

Using equation 6, all variables are now expressed in function of
Wn for the considered iteration point. A lower bound for Wn can
be obtained by solving this equation for fs = fs,max, and another
lower bound will be set as 800 nm, as the width of the ring
oscillator transistors also affects the performance under mismatch,
described in [13] and the VCO frequency will be more strongly

affected by the capacitive load of the sense amplifier when the
width is smaller. The maximum of these bounds will be used.

An upper bound for Wn is also necessary. To make sure that
the difference operation and integration cancel each other for the
signal term in 1, fs has to be larger than approximately 10fBW .
Depending on the relative values in equation 6, this can place
an upper bound on Wn. If the SQNR at the minimal sampling
frequency is lower than the required SNR, the value of fs moves
asymptotically to a minimal value. The number of bits in the
coarse counter, given by Nb,c,max = ⌈log2(fVCO,max/fs,∞)⌉, can
be determined at the minimal fs. This allows us to express the
power consumption as a rational function of Wn and therefore
determine an upper bound for the point where it reaches its
minimal value.

Based on these two lower bounds and one or two upper bounds,
the points where Wn is a multiple of 100 nm in the desired
range are selected. The estimated power consumption for each
of the circuits can be calculated in function of the different
parameters and the simulated data. Determining this estimation
for the selected points of Wn and then storing the points and
parameters achieving minimal power consumption allows us to
optimize the consumed power over the different iteration points.

V. RESULTS

The algorithm is applied to a coarse-fine VCO-ADC design
with a maximal bandwidth of 40MHz, SNR of 76 dB, and HD3
of −40 dB. These specifications and the resulting design param-
eters are shown in table I. The predicted VCO characteristics and
power estimations, are shown on the first data row in table II.

fBW fBW,min SNRtarget HD3target
40MHz 100 kHz 76dB −40dB

fs Wn Rconn Rgnd Nϕ Nb,c

1.387GHz 800nm 495Ω 765Ω 32 2

Table I: Specifications and design parameters

fVCO,max fVCO,min SQNR SNRin,T
Alg 4.360GHz 0.536GHz 78.69dB 79.35dB
Sim 4.314GHz 0.543GHz 78.34dB 81.17dB

PVCO PCC PSA Pdig Ptot
Alg 544 µW 45 µW 85 µW 204 µW 888 µW
Sim 519 µW 38 µW 99 µW 232 µW 888 µW

Table II: Predicted and simulated performance

The VCO-ADC is simulated in Cadence, with all the param-
eters as described above or in the table I. Figure 16 shows
the obtained spectrum for a single-ended implementation of the
VCO-ADC. The slope of 20 dB/decade is clearly visible. At low
frequencies, there is a noise floor due to white noise. The SNR
is slightly higher than predicted. Based on the noise floor and
on a transient simulation without noise, the SQNR was found
to equal 78.34 dB and SNRin,T equals 81.17 dB. Peaks in the
spectrum at the harmonics of the input frequency are clearly
visible. The HD3 is lower than predicted and therefore does
not exactly meet the specification. Some relevant performance
values are shown in the second data row of table II. Although



the predicted power consumption of the different blocks do not
always match perfectly, Ptot is equal to 888 µW in both the
estimated and simulated results. This limited power consumption
shows that the design is indeed very power-efficient.
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Figure 16: Single-ended output spectrum

Due to the harmonic distortion which affects the output spec-
trum of the digital output, the SNDR of the VCO-ADC is only
33.95 dB. To reduce the harmonic distortion, a pseudo-differential
operation using two VCO-ADCs and digital calibration are used.
Figure 17 shows how this is implemented.
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∆Vin

−∆Vin

VCO-ADC

VCO-ADC
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+

Digital
Calibration

Dout
Dout,calib

Figure 17: Differential operation and digital calibration

Figure 18 shows the output spectrum of the FFT after cali-
bration and in the pseudo-differential configuration. The pseudo-
differential operation removes the even harmonics. It also in-
creases the SNR as the signal amplitude doubles while the
noise amplitude increases by approximately 3 dB. The uneven
harmonics decrease significantly by calibration. An SNDR of
74.86 dB is obtained. The power consumption is doubled and
an extra difference operation and register are added. The total
power consumption is therefore 1.862mW leading to a Schreier
figure-of-merit (FOMS) of 178.18 dB.
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Figure 18: Output spectrum after calibration

VI. CONCLUSION

This work presented two developments: a configuration for
a double coarse counter which allows us to implement this
a power-efficient coarse counter up to high VCO frequencies,
and a method to combine different circuits based on a set of
given specifications into a power-efficient coarse-fine VCO-ADC.
These developments, together with the different other circuits
presented in earlier papers [7] [8] [11], made it possible to
implement a coarse-fine VCO-ADC with an SNR of 76.52 dB in
a single-ended configuration, or an SNDR of 74.86 dB when it is
implemented differentially and the output is digitally calibrated.

Improvements to the algorithm can be made by examining the
HD3 more carefully to obtain a better estimation and including a
condition for the effect of mismatch on the VCO performance. As
the SQNR performance of the coarse-fine VCO-ADC is limited
by the maximal tuning and sampling frequency, faster circuits
would be necessary to obtain a substantial improvement. Another
option would be to investigate how the coarse-fine VCO-ADC can
be combined with higher order noise shaping to obtain a lower
SQNR.
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Chapter 1

Modelling the VCO-ADC

1.1 Introduction

We are constantly surrounded by a multitude of signals. These signals originate from physical

processes, such as the temperature in the room or the strength of a magnetic field, or they can be

generated by humans to communicate information. Sensors and receivers intercept and measure

these signals, producing a continuously changing and infinitely precise analog value. An analog

signal contains information about a physical quantity. To process and store this information

the signal should be represented as samples consisting of a finite number of bits. Therefore, the

analog signal needs to be converted to a digital signal by an analog-to-digital converter (ADC).

To extract faster signals of a higher bandwidth or more precisely determine the signal value

by using a higher number of bits, the sampling rate of the ADC can be increased. Thanks to

technology scaling, these faster sampling rates can be achieved in digital circuits. However, these

advanced technologies only allow for a small voltage headroom which causes difficulties when

designing traditional analog components such as operational amplifiers [1]. A voltage-controlled

oscillator (VCO) takes advantage of this evolution: the increased switching speed allows us to

generate a signal in a wide frequency range. The VCO converts the analog input voltage to a

sine wave with a frequency proportional to the voltage. This frequency now represents the input

signal, allowing us to more precisely determine its value.

This VCO-based ADC (VCO-ADC) can be implemented using a digital-friendly ring oscillator,

allowing us to sample the different phases of this ring oscillator and reach a high VCO frequency.

Several research examples [3] [4] present a VCO-ADC with single bit, or ‘fine’ quantization on

each phase of the ring oscillator. This requires the sampling frequency to be equal to or double

the VCO frequency, leading to high digital power consumption. In this thesis, a VCO-ADC

which includes a multi-bit, or ‘coarse’ counter on one of the phases combined with fine counters

on the other phases will be discussed. This leads to a power-efficient VCO-ADC design as the

digital power consumption is greatly reduced by decreasing the sampling frequency.

1
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1.2 Quantization and Sampling

A well-designed ADC generates a digital output which accurately and precisely represents the

analog input signal vin provided to the it. The analog input signal measured by a sensor or

receiver can take any real value in a certain range and can change at any time. To process

this signal in a digital system, the signal must be represented by a limited number of bits at

certain time instants. The range of real values must be divided such that each part of this

range is represented by an integer output value. This is called quantization and is sketched in

figure 1.1a. Samples of the analog signal are taken at certain time instants, separated by the

sampling period Ts. Sampling is illustrated in figure 1.1b.

vin(t)

Quantized vin(t)

t

(a) Quantization

vin(t)

Sampled vin(t)

t

(b) Sampling

vin(t)

d(k)

t

(c) Combined quantization and sampling

Figure 1.1: Quantization and sampling of an analog input signal

The digital output signal d(k) is obtained by combining quantization and sampling, visible in

figure 1.1c. Ideally, the digital output values are linearly related to the analog input value at

the sampling time instant kTs. However, in figure 1.1c it can be seen that quantization adds

a noise term q(kTs) to the digital signal. The digital output signal is shown in equation 1.1,

where KADC and C describe the ideal linear behaviour of the ADC. The equation shows that

sampling and quantization can be interchanged without affecting the output, which is also visible

in figure 1.1c.

d(k) = (KADCvin(kTs) + C) + q(kTs) (1.1)
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The digital signal will therefore always be affected by quantization noise. Sampling does not

necessarily cause an error: the Nyquist-Shannon sampling theorem [5] states that a signal can

be reconstructed from samples taken at a sampling frequency fs when its bandwidth fBW is

smaller than half of this sampling frequency. This condition is shown in equation 1.2.

fBW <
fs
2

(1.2)

The frequency fs/2 is known as the Nyquist frequency. All frequency components at absolute

frequencies higher than the Nyquist frequency are folded into the band [−fs/2, fs/2) by sam-

pling. This process is called aliasing and will change the spectrum in this band. The spectrum of

the input signal will not be aliased if the sampling is sufficiently high compared to the bandwidth.

Besides quantization, the digital output is also affected by other imperfections. Transistors and

resistors in the ADC-circuit will add thermal and 1/f -noise to the signal, represented by the

input-referred noise nin. Throughout the signal chain, nonlinearities introduce harmonics, which

cause a distortion eD(vin(t)). Equation 1.3 includes these imperfections.

d(k) = (KADC(vin(kTs) + nin(kTs)) + C) + q(kTs) + eD(vin(kTs)) (1.3)

1.3 VCO-ADC block diagrams

Equation 1.1 represents an ideal ADC, only affected by quantization noise. The transfer function

of an ideal VCO-ADC should be similar to this equation. To determine this transfer function,

the VCO-ADC is modelled in a block diagram. The input-output relation can then be expressed

as a Z-domain transfer function. The Z-domain representation of equation 1.1 is given in equa-

tion 1.4. The function D(z) represents the digital output and Q(z) the quantization noise. The

function vin is continuous and will be represented in the Laplace domain as Vin(s), on which

sampling with aliasing is applied to bring this to the Z-domain. Sampling with aliasing is rep-

resented by the star operator [·]∗, defined in [6]. This is a linear operator, and the transform

z = esTs can be used to bring a function of z inside the star operator.

D(z) = [KADCVin(s) + C]∗ +Q(z) (1.4)

A suitable block diagram representation for the VCO-ADC is found by identifying the different

transformations which affect the signal. In an ideal VCO-ADC, the VCO produces a square

wave output signal Vϕ of which the frequency is proportional to the input voltage [7]. Since this

signal is a square wave, it is already quantized. Sampling the signal, with sampling frequency

fs, creates a digital signal. A difference operation is applied, subtracting the previous sample

from this sample to obtain the desired signal D(z). This description, in which all of the signal

values are determined by their voltage, is shown in the block diagram of figure 1.2.



1.3 VCO-ADC block diagrams 4

Vin(s) VCO 1− z−1
fs

Vϕ
D(z)

Figure 1.2: Block diagram of the VCO-ADC

A different view of the VCO should be taken to understand how the output signal D(z) is

related to the input voltage and why the difference operation is necessary. The VCO produces

a signal with an instantaneous frequency fVCO, given by equation 1.5. In this equation, KVCO

is the VCO gain and f0 is the free-running frequency. The instantaneous phase ϕ of the VCO

output is found by integrating the angular frequency 2πfVCO, shown in the Laplace domain in

equation 1.6. This phase is quantized due to the square wave Vϕ. The quantized phase can be

viewed as the output of the VCO and is sampled at frequency fs. Figure 1.3 shows a block

diagram for this phase model of the VCO-ADC.

fVCO(s) = KVCOVin(s) + f0 (1.5)

ϕ(s) =
2πKVCOVin(s) + 2πf0

s
(1.6)

Vin(s) KVCO
1

s
+

fs
1− z−1 D(z)

f0 ϕ(s)

2π

VCO

Figure 1.3: Block diagram of the VCO-ADC: phase model

In the phase model, the effect of quantization is still unresolved, making it difficult to express

a transfer function. To estimate the effect of quantization, the position of sampling and quan-

tization are switched as allowed according to section 1.2. It is assumed that the samples of

quantization noise are unrelated to the phase ϕ(s), uniformly distributed over the range [0, 1),

and independent and identically distributed (iid). The effect of quantization is therefore mod-

elled as additive white noise. This quantization noise Q(z) is added after sampling in figure 1.4.

Vin(s) KVCO
1

s
+ +

fs
1− z−1 D(z)

f0 Q(z)ϕ(s)

2π

Figure 1.4: Block diagram of the VCO-ADC: additive quantization noise

In the resulting block diagram in figure 1.4, the phase in equation 1.6 is sampled directly. The

quantization noise is added to the sampled signal and the difference with the previous sample

is used to obtain the digital ADC output, expressed in equation 1.7.

D(z) =

[
KVCOVin(s) + f0

s

]∗ (
1− z−1

)
+Q(z)

(
1− z−1

)
(1.7)
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1.4 Ring Oscillator and VCO phases

Vϕ,0

Vϕ,1

Vϕ,Nϕ−1

τϕ τϕ fVCO = 1/(2Nϕτϕ)

Figure 1.5: Ring Oscillator

The VCO output in the previous section was assumed to be a square wave with frequency pro-

portional to the input voltage. This VCO can be implemented as a ring oscillator [7] [8]. A ring

oscillator consists of a ring of delay cells. Each cell introduces a delay τϕ. Therefore, a ring with

Nϕ cells produces a wave with frequency 1/(2Nϕτϕ). Figure 1.5 shows the operation of this ring

oscillator. The outputs of each delay cell are called the phases of the VCO, denoted as Vϕ,n.

To determine the output of the VCO, both edges of all Nϕ phases are considered. The phase is

quantized up to π/(2Nϕ). Alternatively, this can be viewed as an amplification of the phase ϕ

in the block diagram by 2Nϕ, setting the quantization step to 1. This becomes clear when it is

considered that all the VCO phases are added together after sampling, which can also be done

before sampling in the block diagram due to linearity of the star operator. Hence, the precision

of the VCO is improved using the ring oscillator.

Figure 1.6 is an adapted version of figure 1.4, where the factor 2Nϕ is included after the integrator

block. This allows us to express D(z) in equation 1.8, which shows that the amplitude of the

digital signal is multiplied by a factor equal to the number of phases.

Vin(s) KVCO
1

s
+ +

fs
1− z−1 D(z)2Nϕ

f0 Q(z)

Figure 1.6: Block diagram of the VCO-ADC: amplification by the ring oscillator

D(z) =

[
2NϕKVCOVin(s) + 2Nϕf0

s

]∗ (
1− z−1

)
+Q(z)

(
1− z−1

)
(1.8)
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1.5 Signal-to-Quantization-Noise Ratio

In equation 1.8, two terms are clearly visible: a signal term relating D(z) to Vin(s), and an

error term with noise Q(z) and noise transfer function (NTF)
(
1− z−1

)
. The signal term can

be modified by placing the difference operation inside the sampling with aliasing block using the

transformation z = esTs . The resulting signal inside the star operator is a linear function of the

input voltage multiplied by a phase shift and a sinc function [9]. This is shown in equation 1.9.

Dsignal(z) =

[
(2NϕKVCOVin(j2πf) + 2Nϕf0) e

−jπfTs sinc fTs

fs

]∗
(1.9)

Inside the sampling an aliasing block, the input signal is now affected by the frequency response

H(f), shown in equation 1.10. The behaviour of the frequency response has two important

effects. Consider a VCO-ADC with a bandwidth for the analog input limited to a bandwidth

fBW . If fBW ≪ fs, the sinc function in the frequency response can be approximated by 1,

leading to the linear relation between the analog input and the digital output that is desired.

This low frequency approximation of the frequency response is visible in figure 1.7. The signal

term of the digital output in equation 1.11 is therefore a linear function of the input voltage

affected by a delay due to the phase shift, which is then sampled and aliased. The maximal

amplitude of the digital signal depends on the tuning range ftune of the VCO as Nϕftune/fs.

H(f) =
2NϕKVCOe

−jπfTs sinc fTs

fs
(1.10)

Dsignal(z) =

[
2NϕKVCOVin(j2πf) + 2Nϕf0

fs
e−jπfTs

]∗
for fBW ≪ fs (1.11)
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Figure 1.7: Relative magnitude of the frequency response
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The magnitude of the transfer function is plotted in figure 1.7. The sinc function acts as a

low-pass filter, with the dashed line showing an approximation of a first-order low-pass filter.

This is strengthened by the zeroes at multiples of fs. The sinc function acts as an inherent

anti-aliasing filter for input-referred thermal noise of the VCO-ADC. The design of an explicit

anti-aliasing filter is therefore unnecessary for this work.

The second term in equation 1.11 describe the effect of quantization noise on the digital output

signal. Quantization noise was modelled as a sequence of iid samples q(n), uniformly distributed

over [0, 1), leading to white noise Q(z) with variance σQ
2 = 1/12. This is multiplied by the NTF,

leading to the spectral density in equation 1.12.

SQ(f) =
σ2
Q

fs/2
|1− e

−2jπ f
fs |2 =

σ2
Q

fs
8 sin2 π

f

fs
(1.12)

The noise at the output of the ADC is not white due to the NTF. A large portion of the noise

power is shifted to higher frequencies. This effect is called noise shaping. For low frequencies,

the noise spectral density is approximated as a quadratic function of frequency in equation 1.13.

SQ(f) = σ2
Q

8π2f2

f3
s

when f ≪ fs (1.13)

When the VCO is defined for an upper bandwidth of the input signal fBW , all of the components

in the output spectrum above this bandwidth are noise and can be removed. Removing this

noise is done using digital filtering techniques. A perfect filter removes all of the power in the

spectrum in the frequency range higher than fBW and does not affect the spectrum below fBW .

The effect of noise shaping and filtering on the noise spectral density is shown schematically

in figure 1.8. The noise power, represented as the area under the spectral density curve, is

greatly reduced by filtering. The remaining quantization noise power is found by integrating the

noise spectral density of equation 1.13 over the frequency range from 0 until fBW , expressed in

equation 1.14. The oversampling ratio (OSR) is defined as the ratio fs/(2fBW ) . A high OSR

reduces the quantization noise significantly when noise shaping is applied, leading to the factor

OSR−3.

Q(z)

SQ(f)

DQ(z)1− z−1 Digital
Filter

Figure 1.8: Noise shaping and filtering of quantization noise

PQ =

∫ fBW

0
σ2
Q

8π2f2

f3
s

df =
1

36
π2

(
2fBW

fs

)3

=
1

36
π2 (OSR)−3 (1.14)

Combining the expression for the amplitude of the signal with the quantization noise power

allows us to calculate the signal-to-quantization-noise ratio (SQNR) of the VCO-ADC in equa-

tion 1.15. This expression is described by Kim et al. in [9].
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SQNRdB = 20 log10

(
2Nϕftune

fs

)
+ 30 log10

(
fs

2fBW

)
− 3.41 (1.15)

A VCO-ADC is designed based on a target signal-to-noise ratio SNR and a given bandwidth

fBW . The number of phases, VCO frequency, and sampling frequency have to be designed so

that the SQNR exceeds the target SNR, for a minimal power consumption. Equation 1.15 will

therefore be essential to a successful VCO-ADC design.

The first term in equation 1.15 is related to the signal power, and the second term to the inverse

of the noise power. The tuning frequency range ftune and the number of phases Nϕ affect the

SQNR in an identical way: both cause an increase in the signal of 20 dB per decade. This makes

sense as we have identified the fVCO is inversely proportional to Nϕ in section 1.4. The effect

of these parameters on the thermal noise, low frequency noise, and power consumption will be

different, which is considered in the design of the VCO-ADC in chapter 4.

The sampling frequency affects both the signal power and the quantization noise power. The

quantization noise decreases by 30 dB per decade as the sampling frequency increases. This is

partially offset by the decreases in signal power by 20 dB per decade increase in fs. The SQNR

therefore increases by 10 dB per decade.

1.6 The VCO as a Pulse Frequency Modulator

The model in figure 1.4 allows us to obtain an approximation for the SQNR in equation 1.15.

Due to the assumption that the noise is independent of the input signal, this approximation

is slightly inaccurate. A more exact model was developed by Gutierrez et al. [10]: the ring

oscillator VCO is viewed as a pulse-frequency modulator (PFM). This PFM produces a Dirac

delta pulse in the time domain every time the phase crosses a multiple of π/Nϕ. This PFM

signal is then multiplied by the same frequency response H(f) as identified earlier, and sampled

with aliasing. The full system is seen in figure 1.9.

Vin(s) PFM H(f)
fs

D(z)

Figure 1.9: Block diagram of the VCO-ADC: PFM model

The PFM spectrum can be calculated analytically for a sinusoidal input signal. It consists of a

pulse at the signal frequency, and at multiples of the signal frequency mixed with multiples of the

VCO free-running frequency. This leads to a spectrum of Dirac delta pulses, described in [10].

The noise is given by the pulses due to the mixing products, multiplied by the frequency response

and then aliased to the baseband. An analytical expression based on which the VCO-ADC can

be designed is not available using the PFM interpretation, as opposed to expression 1.15 obtained

when the quantization noise is assumed to be white. However, the PFM interpretation is useful

when discussing the simulated SQNR for the system model in chapter 2.
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1.7 Coarse-Fine VCO-ADC

Until this point, it was assumed that the sampling frequency fs and the VCO frequency can

be chosen independently. If a single bit is used to sample each phase of the ring oscillator, the

output of the difference operation is ambiguous by a multiple of 2Nϕ, as it is not known how

many full cycles have been completed. To avoid this ambiguity, the sampling frequency must

be higher than the VCO frequency, as expressed in equation 1.16.

fs > fVCO,max (1.16)

This requirement leads to a minimal sampling frequency which can be used in the design of a

VCO-ADC. Although equation 1.15 shows that a lower fs decreases the SQNR, it could also

significantly reduce the power consumption of the VCO-ADC. The power consumed by the sam-

plers and the digital circuit is proportional to fs. A lower fs can also simplify the digital design

as less registers are necessary to perform calculations over multiple periods, reducing the need

to pipeline operations. Therefore, a power-efficient design for given requirements might benefit

from the possibility to decrease the sampling frequency below the limit of equation 1.16.

To decrease the minimal sampling frequency, the VCO-ADC requires a counter which indicates

the number of full cycles which have passed. It is sufficient to have this coarse counter at one of

the ring oscillator phases, as the other phases are all in the same cycle. The single-bit counters

on the other phases are called fine counters, leading to a coarse-fine VCO-ADC design. This is

shown in figure 1.10.

Nb

fs

Sampling

Decoding

Difference

Vin(s) D(z)

Coarse

Counter

Figure 1.10: Conceptual representation of the coarse-fine VCO-ADC
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The output of the coarse counter in figure 1.10 consists of Nb,c bits. This means that the counter

can count up to a number of full cycles equal to Nc = 2Nb,c − 1. The value Nc places a lower

limit on fs. If the number of full VCO cycles between two samples could be more than Nc, the

resulting digital value would again be ambiguous. The time between samples should therefore

now be less than NcTVCO. This limit is expressed in terms of the maximal VCO frequency in

equation 1.17.

fs >
fVCO, max

Nc
(1.17)

Designing a coarse counter which can count up to a suitable value Nc therefore allows us to

choose fs significantly lower than when no coarse counter is used. The sampling frequency fs

also has a lower limit due to the shape of the frequency response H(f). Equation 1.11 assumes

that the sampling frequency is much greater than the bandwidth. Otherwise, the input signal

will be affected by the filtering of H(f). There is no theoretical upper limit on the sampling

frequency, but practical limits may arise when designing the circuits in chapter 4. It should

be noted that the coarse counter is not necessary when the sampling frequency is larger than

the VCO frequency. In this case, the value of the VCO-ADC can be read out using single-bit

quantisation on all phases.

1.8 Goal and Organization of this Thesis

The goal of this thesis is to create a circuit-level design for a power-efficient coarse-fine VCO-

ADC. As discussed in the previous section, moving from a fine to a coarse-fine VCO-ADC can

lead to a reduced power consumption at given specifications. However, adding a coarse counter

to the readout circuit also presents its own challenges. The performance and imperfections of

a coarse-fine VCO-ADC are investigated first on a system level, before the different blocks are

designed as a transistor circuit. By thoroughly describing the relevant characteristics of the

circuits, a general design method is developed and described as an algorithm. This design al-

gorithm is inspired by the work of Borgmans et al. [2], which suggests that an optimal power

consumption under demanding specifications might be obtained by a coarse-fine VCO-ADC.

To this purpose, the different building blocks of the VCO-ADC and their non-idealities are iden-

tified through a system model in chapter 2. This model will focus on the quantization noise,

identifying the performance of the ideal coarse-fine VCO-ADC through simulation. The effect

of asynchrony between the coarse and fine counter on this performance is then discussed and

modelled, and a solution to avoid a decreased performance is presented.

Chapter 3 focuses on the design of the coarse counter based on the requirements identified in the

previous chapter. The design of the coarse counter is emphasized in this thesis as this building

block is unique to the coarse-fine VCO-ADC. By elegantly linking flip-flops or gated latches, a

design is achieved with more relaxed timing constraints. The gated latches are then designed as

a transistor-level circuit, and the performance of this circuit is discussed.
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A transistor-based circuit is designed for the other building blocks in chapter 4. The focus is on

designing the circuits to consume a minimal amount of power while still meeting certain specifi-

cations. Hence, some important sizing parameters will be identified and the power consumption

and performance of building blocks will be expressed in function of these parameters. For other

circuits, minimal sizing will be applied, taking advantage of the digital-friendly properties of the

28 nm technology used for this design. To conclude this chapter, an algorithm will be written

and explained to optimize the sizing of the previously identified parameters for a minimal power

consumption under given specifications.

This algorithm is applied to design a coarse-fine VCO-ADC for a bandwidth of 40MHz, an SNR

of 76 dB, and a third harmonic distortion (HD3) of −40 dB. The performance of the resulting

design is presented in chapter 5, and the distortion is reduced by employing the VCO-ADC

in a differential operation and by calibration of the resulting digital output signal. Finally, an

exploration of the effect of the layout on the VCO performance is presented. The thesis is

then concluded with an overview of the achieved results and a suggestion of further research

possibilities.



Chapter 2

System-Level Considerations

2.1 System-Level Model

The performance of coarse-fine VCO-ADCs and the effect of imperfections on their design can

be studied using a system-level model. This allows us to consider possible issues separately, in a

controlled environment, and test their effects. The results can then be described and explained

theoretically. The goal is to identify some important guidelines that will be taken into account

when designing the VCO-ADC on circuit level and interpreting its results.

The coarse-fine VCO-ADC is modelled in Simulink. The full, hierarchical Simulink model is

shown in appendix A. The model consists of an ideal VCO, a coarse counter, and flipflops which

sample the phases and the coarse counter output value on the rising sampling clock edge. The

VCO produces Nϕ parallel square wave signals which all have an identical frequency. This

frequency is a linear function of vin(t), as in equation 1.5. This perfectly linear relation is not

possible in an actual ring oscillator, but is a useful assumption in the system level model. The

phases of two adjacent square waves differ by π/Np. The instantaneous phase of ϕn(t) of the

VCO output phase Vϕ,n can therefore be expressed as in equation 2.1.

ϕn(t) =

∫
(2πKVCOvin(τ) + 2πf0) dτ −

n

Np
π (2.1)

The coarse counter is attached to VCO phase Vϕ,0. It will only count full cycles of this phase,

counting up to a maximal value of Nc. The model of the coarse-fine VCO-ADC therefore

structurally agrees with 1.10. As shown, the behaviour of this coarse-fine VCO-ADC can be

described by the block diagram of figure 1.6 or more precisely by the PFM model block diagram

of figure 1.9. This requires us to decode the sampled coarse counter values and VCO phases

to obtain the phase information. A simple function is written in Matlab which performs this

decoding and the difference operation.

12
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The different blocks in the system-level model mimic the different parts of the VCO-ADC cir-

cuit: the ideal VCO replaces a ring oscillator with a tuning circuit, and a transistor circuit

implements for the flipflops and coarse counter. After the flipflops, the discrete and quantized

samples are processed by a digital block, replaced by the Matlab function in the system model.

Equation 2.1 shows that each signal Vϕ,n produced by the VCO has a different instantaneous

phase, and therefore the time at which a transition occurs in this signal also differs. The coarse

counter is attached to phase Vϕ,0 so this phase is used as a reference. At the sampling time, all

phases up to a certain phase Vϕ,i will already have undergone the most recent transition and

will be identical to the reference phase. These phases should be counted, and determine the

position within a half-cycle, while the reference phase determines the current half of the cycle

and the coarse counter determines the number of full cycles. The reference phase value should

therefore be multiplied by Nϕ and the counter value by 2Nϕ. The calculation of the ADC value

can be schematically represented as in figure 2.1, where XNOR ports are used to compare the

other VCO phase values to the reference phase. The calculated value will be noted as s(k).

FNϕ−1(k)

F1(k)

F0(k)

C(k)

Vϕ,Nϕ−1

Vϕ,1

Vϕ,0

Coarse Counter

Falling edge, Nc

fs

2Nϕ

Nϕ

+ s(k)

Figure 2.1: Schematic of the decoder of the coarse-fine counter values

The output of this circuit s(k) represents the total phase change of the VCO since the start of

the measurement, quantized and sampled. In figure 1.6 and figure 1.9, the signal s(k) is found

right before the difference operator. The value of s(k) is not reset between samples, but this

does not pose any problems as long as the condition in equation 1.17 is met. The coarse counter

should restart at 0 when it overflows, and the negative difference can be corrected for by adding

2NcNϕ, the maximal value of s(k), to the digital output. This is done automatically in a digital

circuit which takes the difference of two unsigned integers. Applying the difference operation on

s(k) leads to the ADC output found in section 1.4 and expressed in equation 1.8.
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2.2 SQNR of the Coarse-Fine VCO-ADC Model

The system-level model of the coarse-fine VCO-ADC presented above can be simulated by

applying a sinusoidal wave at the output. This simulation verifies the SQNR performance of the

model and allows us to compare this result to the white quantization noise model and to the

PFM model. The SQNR can be calculated using 1.15, repeated below as 2.2, and depends on

the VCO tuning range ftune, the number of phase Nϕ, and the sampling frequency fs. In the

system model, both Nϕ and ftune can be arbitrarily chosen. The sampling frequency is restricted

by the condition in equation 1.17.

SQNRdB = 20 log10

(
2Nϕftune

fs

)
+ 30 log10

(
fs

2fBW

)
− 3.41 (2.2)

In the system-level model, the sampling frequency fs was set equal to 1GHz, the VCO free-

running frequency f0 to 5GHz and the VCO gain KVCO to 2.5GHz. The VCO has 32 phases.

As input, sine waves with an amplitude of 1V and a range of frequencies between 10MHz and

39MHz were applied. This leads to a VCO tuning range ftune = 5GHz. A waveform of the

digital output samples of the ADC for a frequency of 11MHz is shown in figure 2.2.
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Figure 2.2: Waveform of the output of the ideal ADC

The waveform shows an amplitude which is 80 times bigger than the quantization step, which

is the expected amplitude Nϕftune/fs given the parameters mentioned above. The signal is

affected by noise, which is clearly visible in the region around the top and bottom of the sine

wave. Note that noise-shaping is already applied by the difference operation, but the spectrum

is not yet filtered.
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Several methods are available to process the data and filter the quantization noise outside of

the signal band. The most perfect filtering is obtained by performing a fast Fourier transform

(FFT) over a number of samples which are periodically repeating. All of the frequencies used

in these simulations are multiples of 1MHz. The frequencies of the noise components are also

multiples of 1MHz according to the PFM model, as explained in section 1.6. This means that

the resulting waveforms are periodic over 1000 samples.

Due to this periodicity, the FFT can be taken without any windowing and should reflect the

behaviour described by the PFM model. The FFT will map all noise components to their exact

frequency, as if the input signal is an infinitely long sinusoidal signal. This FFT is shown in

figure 2.3. The spectrum shows a clear peak at the input frequency fin of 11MHz. Noise shaping

is also visible: the noise increases by 20 dB/decade as marked on figure 2.3. Due to this noise

shaping, the values of noise below the upper limit of the frequency band fBW are in general

lower than those outside the frequency band.
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Figure 2.3: Output spectrum of the ideal VCO-ADC

Based on this spectrum, the noise in the frequency band can be calculated. The signal and

DC-component can be identified and removed from the FFT. All components at frequencies

higher than the bandwidth can also be removed, only leaving the components in the baseband

different from zero. The total noise power can then be calculated as the power in the remaining

frequency bins below the bandwidth, and the SQNR from the noise power and the amplitude of

the signal. The SQNR calculated using this method will further be denoted as SQNRFFT.
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Filtering the signal in the frequency domain using an FFT will not be possible in a practical

application, as the filter should be applied on the actual output values of the VCO-ADC. There-

fore, practical decimation happens in the time domain using a 30-point Finite Impulse Response

(FIR) filter. Decimation using an FIR filter is also applied to the output in the Simulink model,

where decimation by factors 2, 2, and 3 are applied to get a total decimation by a factor of 12,

as well as a factor 8 by applying a decimation with factor 2 three times. A sinusoidal fit is then

applied to the decimated output, allowing us to calculate the amplitude of the fitted sine wave

and noise power as the sum of the squares of the error terms in the time domain. The SQNR

calculated using this method will further be denoted as SQNRdec8 and SQNRdec12.

The SQNR values, expressed in dB, have been plotted in figure 2.4 for the three processing

methods described above. The theoretical SQNR is calculated based on equation 2.2, and based

on the PFM interpretation of the VCO-ADC. Both of these calculated results are plotted as

dashed lines.
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Figure 2.4: SQNR of the ADC output at different input frequencies.

The SQNR values in figure 2.4 obtained using the different methods can be compared to the

theoretical values. The SQNR calculated using equation 2.2 is equal to 73.85 dB. The order of

magnitude of this value agrees with most of the simulated values processed by a decimation with

a factor 12 or using an FFT. However, the simulated values vary significantly with the input

frequency. When they are processed by taking an FFT of the periodic input signal, the SQNR

varies between 69.84 dB at 14MHz and far over 90 dB at 20MHz and 25MHz. All the values

agree very well with the expected values from the PFM view, confirming that this interpretation

of the VCO-ADC allows for a more exact SQNR calculation.
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In the PFM model the noise components only appear at discrete frequencies qf0 + rfin. Due

to aliasing, these components appear in the spectrum of the discrete signal at frequencies of

(qf0 + rfin mod fs). For some values of fin, the number of discrete frequencies where the com-

ponents appear is very limited. This can lead to extremely high SQNR values, as is the case with

the input frequency of 20MHz and 25MHz where no components are aliased in the baseband.

The simulation slightly discretizes all signals for calculations and the precision of the values in

calculations is also imperfect. The values are similar enough to assume that the PFM model

precisely describes the behaviour of the Simulink model.

The SQNR for decimated signals is also included in figure 2.4. For decimation with a factor

12, the SQNR takes a very similar value to the SQNR using the FFT for frequencies up to

28MHz. At higher frequencies, the amplitude of the signal is reduced by the filter, as it is not

a perfect brick-wall filter. The difference between the SQNR calculated using decimation and

the SQNR using FFT becomes larger due to this reduced amplitude. A lower decimation factor,

for example the factor 8 used in this example, moves this filtering effect out of the baseband.

The drawback is that the noise is now increased, as the OSR is reduced. Theoretically, a change

from an OSR of 12.5, as defined by the bandwidth fBW , to an OSR of 8 decreases the SQNR

by 5.81 dB. The decrease visible in figure 2.4 in simulations varies around this value. The filter

design is important for the application of the VCO-ADC, but is not the main focus of this

work. Therefore, this problem will not be discussed in more depth, and further calculations

of the SQNR will be done using an FFT and an input frequency of 11MHz, which has noise

components at many frequencies according to the PFM model.

2.3 Asynchrony of the Coarse Counter

The performance of the ideal coarse-fine VCO-ADC is verified by the system model, allowing

us to introduce nonidealities. One factor which will affect the VCO-ADC performance is asyn-

chrony, which can be identified by looking at the readout of the reference phase. The schematic

of the readout circuit, repeated in figure 2.5, shows that Vϕ,0 affects two paths which are sam-

pled. This phase is sampled directly, but will also be used as an input to determine the value

of the coarse counter. The continuous-time signal of the coarse counter is noted here as Cc(t).

This signal is then also sampled as C(k).

F0(k)

C(k)

Vϕ,0

Coarse Counter

Falling edge, Nc

Cc(t)

fs

2Nϕ

Nϕ

Figure 2.5: Readout of ring oscillator phase Vϕ,0
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The output value of the coarse counter is not determined instantly. The signal Cc(t) is only

reliable and available for sampling after a certain delay τc. This contrasts with the values of

the fine counters, which do not need to pass through another circuit block and are available for

sampling almost instantly. The coarse counter and the fine counters react asynchronously to the

transition of ring oscillator phase Vϕ,0. This problem is therefore called the asynchrony of the

coarse counter.

Asynchrony does not necessary cause errors. If the time between the last transition of the VCO

phase and the sampling clock edge is larger than the time required to calculate the coarse counter

value, no error will be visible. The sampled values of coarse and fine counters will then be correct

and the effect of asynchrony will not be visible in the ADC output. However, the sampling clock

edge can also happen at a time when the coarse counter value has not transitioned yet since the

last clock edge. Figure 2.6a shows this situation. The sampling clock edge is the rising clock

edge in this example, as it will be in all further places where a clock is marked. The time instant

at which sampling occurs is marked by the thicker dashed red line. The values of Vϕ,0(t) and

Cc(t) are sampled as 0 and 5 respectively.

5 6

τc

clock

Vϕ,0(t)

Cc(t)

(a) Waveforms showing asynchrony

sc(t)

ideal sc(t)

t

τc
2Nϕ

(b) Asynchrony affecting the counter output

Figure 2.6: Effects of asynchrony on signals in the readout circuit

The waveforms in figure 2.6 show the main problem with asynchrony. As seen in figure 2.1, an

increase of 1 in the value of the coarse counter is multiplied by 2Nϕ and added to the value of

the fine counters to obtain s(k). The falling edge of phase Vϕ,0 resets the fine counters from

2Nϕ−1 to 0. The reset of the fine counters should therefore be countered by an increase of 2Nϕ

in the value of the coarse counter, but this does not happen at the same time as the reset due

to asynchrony. The continuous-time signal sc(t) can be considered as the value of s(k) before

sampling. The signal sc(t) is also the quantized version of the phase and therefore expected to

be a non-decreasing function. The evolution of sc(t) in function of time is shown in figure 2.6b.

As shown there, if sampling happens during the time frame τc after the transition when the

coarse counter has not increased yet, the sampled value will have an error of −2Nϕ.
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The effect of this asynchrony on the ADC output and the SQNR value is simulated. A delay

block is added between the ideal coarse counter and the sampler in the system model. The

combination of the ideal coarse counter and the delay gives a coarse counter which behaves as

sketched in the waveforms in figure 2.6a. The value of the counter does not change until a

time τc after the transition. An identical delay is used for all coarse counter transitions. The

simulation is done with identical parameters as the previous simulations in section 2.2, at an

input frequency of 11MHz. The delay will be expressed in function of the VCO free running

period T0 = 200 ps as this parameter is important to interpret its effect on the SQNR. Figure 2.7

shows a waveform of the ADC output d(k) before filtering when it is affected by asynchrony

modelled by a delay τc = T0/20.
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Figure 2.7: Waveform of the output of the ADC affected by asynchrony

Comparing this waveform to the example waveform without asynchrony in figure 2.2, it can be

seen that the waveform in figure 2.7 shows errors. These errors are visible as pairs of a negative

peak of 64 lower than the expected value followed by a positive peak of 64 in the next sample.

This is due to the difference operation: the value of s(k) is only affected during a single sample,

but this also affects the value of d(k) of the next sample. The error due to asynchrony can be

modelled as noise nτc(k) added to the ideal s(k).

To further develop the model, a description of the noise is needed. This noise affecting s(k) will

take a value of either 0 or −2Nϕ. During each period of the VCO TVCO, the noise takes the value

−2Nϕ for a time τc. It is assumed that the time instant when sampling happens is independent

of the time instant when transitions on VCO phase 0 happen. The difference between the time

of sampling and the time of the last VCO falling edge is therefore uniformly distributed over the

period of the VCO. The probability of an error of −2Nϕ is then equal to the relative amount
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of time at which there would be an error, τc/TVCO. The delay τc is equal for all samples in the

system model for asynchrony. The VCO period TVCO is different for each sample and depends

on the input value vin(t). For the sinusoidal input signal, it can be assumed that the noise

behaves as if the period is always equal to the average period T0, which is the inverse of the

free-running frequency f0. With these two assumptions, the noise is iid for all samples, just

like the quantization noise. nτ (k) can therefore be modelled as a Bernoulli process, which takes

value 0 with probability 1 − τc/T0 and value −2Nϕ with probability τc/T0. The noise variance

is that of a Bernoulli variable, expressed in equation 2.3.

σ2
τc = (2Nϕ)

2 τc
T0

(
1− τc

T0

)
(2.3)

This noise nτ (k) is white noise, due to the assumption that the noise is iid for all samples. This

means that the spectral density will be constant over the discrete band fs. Just as with the

quantization noise described in figure 1.8, the noise is shaped by the NTF which consists of the

difference operator, and then filtered by the digital filter. The power of the noise which remains

in the frequency band of interest is given by the variance multiplied by a factor proportional to

the third power of the oversampling rate. This asynchrony noise power is shown in equation 2.4.

Pτc =
1

3
π2(2Nϕ)

2 τc
T0

(
1− τc

T0

)
OSR−3 (2.4)

Based on the noise power due to delay expressed above and the quantization noise power in

equation 1.14, SNRQ,τc can be calculated as the SNR under quantisation noise and asynchrony.

This theoretical SNR is plotted in function of the delay τc in figure 2.8, as a dashed line. The

system model with asynchrony was also simulated for different values of τc. The resulting SNR

of these simulations is also plotted as the full line in figure 2.8.
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Figure 2.8: Effect of asynchrony on the SNR
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The SNR becomes severely lower due to the effect of even a small delay, as is visible in figure 2.8.

The theoretical and simulated values of SNRQ,τc both decay significantly, although there is some

difference between the values on the plot. This may be due to the assumptions on the inde-

pendence of the VCO and clock outputs and the effect of the average VCO frequency. In the

theoretical model, the power of the noise due to asynchrony is proportional to τc/T0 when for

τc ≪ T0. When the value of Pτc is larger than PQ, the power of the quantization noise, the SNR

value will decrease by −10 log(τc/T0) dB as the delay increases. This explains the rapid decay

of SNRQ,τc in figure 2.8.

In reality, the effect of asynchrony is not modelled perfectly by this system model. The coarse

counter does not need to have the previous value as output during the calculation of the new

value. It is possible that the output transitions between different values before reaching the

desired value. If the coarse counter is sampled in one of these transition states, the value might

be wrong by more than 1 and a larger absolute error can affect the value of s(k). Another

possibility is that the value of the coarse counter is changing exactly during the rising clock

edge, when this value gets sampled. The sampled value may be unresolved between a logic ‘1’

or ‘0’, and this unresolved value can propagate to the digital circuit which calculates s(k). This

is called metastability [11] and may affect both the sampling of the coarse and fine counter out-

puts, but is mentioned here already as the timing for the coarse counter transitions may cause

metastable states even during the transition τc.

The relatively simple model of equation 2.4 indicates the importance of dealing with asynchrony

in a coarse-fine VCO-ADC. In this model, the power of the asynchrony noise becomes dominant

over the quantization noise power at a delay of T0/(12(2Nϕ)
2). Only a very small asynchrony

can be tolerated to reach the desired SNR if the design of the VCO-ADC is limited by the

SQNR. It is impossible to design a coarse counter which calculates the correct value in such a

short time. To obtain a reliable coarse counter output at much larger delays, a different readout

circuit for Vϕ,0 must be designed.

2.4 Double Coarse Counter

The problem of asynchrony is solved always a reliable value of the coarse counter available for

sampling. To this end, a readout circuit should be designed for which the next coarse counter

value has already been calculated when the transition of the fine counter occurs. Two coarse

values need to be available for this: one value which can be sampled before the transition, and

another value which can be sampled after the edge on Vϕ,0. Both of these counters require

some time to calculate the new value and therefore should start their transition at different time

instants. One will count on the falling edges of VCO phase 0, as the counter in figure 2.5 already

did. The other counter will count on the rising edges. Figure 2.9 shows the proposed readout

circuit. Perez et al. [12] have demonstrated such a double coarse counter for a VCO-ADC

connected to a microphone MEMS.
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fs
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1
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Figure 2.9: Readout of ring oscillator phase Vϕ,0 using the double coarse counter.

Counting on alternating edges of VCO phase 0 has a dual advantage. The edges are separated

by half a period of the VCO, giving both coarse counters an equal time to calculate the new

value. Additionally, the fine counter sample F0(k) can be used to select which counter is reliable.

If the fine counter has digital value ‘0’, the last falling edge occurred more recently than the last

rising edge. Therefore, the counter which counts on the rising edge, Ca(k), is be more reliable,

and vice versa when the fine counter value is ‘1’. In figure 2.9, the multiplexer selects the value

used for the calculation of s(k). In the example of figure 2.10, s(k) is correctly determined by

selecting the value of coarse counter A, which has already increased.

5 6

5 6

clock

Vϕ,0

Cc,b(t)

Cc,a(t)

F0(k) = 0

Ca(k) = 6 is selected

Figure 2.10: Effect of asynchrony in double counter

Figure 2.10 shows that the double coarse counter effectively deals with asynchrony between the

coarse and the fine counters. As long as the coarse counters guarantee a reliable output a delay

τc after the transition, the correct counter value is sampled and s(k) can be calculated without

errors. To design the coarse counter, it is required to determine the maximal delay that can

be tolerated. The system model with the double coarse counter is therefore simulated. Both

counters have the same delay τc, and the decoding function is adapted to select the correct

output similarly to the multiplexer in figure 2.9. The resulting SNRQ,τc value is plotted in figure

2.11, where the SNR for the single counter from figure 2.8 is also included as a reference.
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Figure 2.11: Effect of asynchrony on the SNR for the double counter

The values of SNRQ,τc for the double counter in figure 2.11 remain unaffected by the delay for

low values of τc. SNRQ,τc starts decreasing rapidly when the delay is larger than half of the

minimal VCO period TVCO,min, as marked by the dashed line in figure 2.11. To avoid that

asynchrony affects the SNR of the VCO-ADC, the condition on the delay of the coarse counter

given in equation 2.5 should be met.

τc <
TVCO,min

2
(2.5)

4 5 6

5 6

clock

Vϕ,0

Cc,b(t)

Cc,a(t)

TVCO/2
τc F0(k) = 0

C(k) = Cc,a(kTs) = 5

(a) Asynchrony waveforms

sc(t)

ideal sc(t)

t

τc − TVCO/2

2Nϕ

(b) Asynchrony affecting the counter output

Figure 2.12: Errors due to asynchrony in the double counter readout circuit
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Figure 2.12a shows the waveforms for the situation when the coarse counter introduces a delay

larger than TVCO/2. The value of sc(t) is again affected errors of −2Nϕ during a short time

after each transition on VCO phase 0. These errors will be visible in the ADC output when it

is sampled during this time. These errors in sc(t) only take place when the delay time is longer

than half of the minimal VCO period, leading to the decreased value of SNRQ,τc in figure 2.11.

2.5 Metastability and Mismatch in the Double Counter

The double coarse counter has an additional advantage over the single coarse counter. Con-

sider the situation in which the condition in equation 2.5 coarse counter is met. One of the

coarse counter values has certainly completed its last transition. It provides a reliable value for

sampling, which is selected by the multiplexer. The coarse counter value can therefore not be

metastable, which is important as the bits of the coarse counter will be the most significant

bits in the value of s(k). Metastability can still occur in the fine counters. This will be further

discussed when designing the samplers of the fine counters in chapter 4.

A final interesting aspect of the double coarse counter is what happens when the clock edge

approximately coincides with the fine counter edge. Due to mismatch in the circuits or slightly

different arrival times of the clock signal, it is possible that the transition or sampling of the

coarse counter occurs at a slightly different time than the fine counter. For a short time around

the VCO edge, the double coarse counter should be able to give the correct value whether the

fine counter is sampled as ‘0’ or ‘1’. To avoid errors, the coarse counter should therefore hold

its value for a short time ϵ after the transition and also finish its transition a time ϵ before the

necessary VCO edge. This is indicated in figure 2.13.

5 X

X 6

2ϵ

clock

Vϕ,0

Cc,b(t)

Cc,a(t)

Figure 2.13: Margins around transition to withstand mismatch



Chapter 3

Design of the Coarse Counter

The double coarse counter consists of two identical counter circuits. These counters need to be

designed carefully and are unique to the coarse-fine VCO-ADC. Counting can be implemented

using different methods and different codes can be used to represent the counted value. This

code is always shown as a number of bits Nb,c which can be sampled and used to maximally

distinguish 2Nb,c different counter values. A counter which counts Nc different values therefore

requires at least ⌈log2Nc⌉ bits.

3.1 Synchronous Counters

A synchronous counter is a first possible implementation for a counting circuit. In this circuit, all

of the bits representing the counted value are clocked into a flipflop simultaneously at the time

of the relevant VCO edge. The next bits are then calculated using a digital circuit consisting

of logic gates. Figure 3.1 shows this situation. The bits are sampled by rising-edge triggered

D-flipflops. The implementation of the digital circuit which calculates the next value varies for

different codes and implementations, and is therefore represented by the generic ‘calc’ block.

Note that this logic can be different to determine the new input for each bit. The rest of the

circuit is identical for all Nb,c bits, which are sampled by flipflops and provide the inputs for the

calculation of the next bits.

D Q

Q

Nb,c

×Nb,c

Vϕ,0

calc

bit 1 ... bit Nb,c with Nb,c ≥ ⌈log2Nc⌉

Figure 3.1: Synchronous counter
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Several designs in literature use a synchronous counter. Daniëls et al. [13] have designed a

VCO-ADC with a synchronous binary counter. Quintero et al. [14] demonstrated a design

based on a Gray synchronous counter.

The design of a coarse counter for the VCO-ADC presented in this work will mainly take into

account the expected power consumption of the coarse counter and the difficulty of achieving

the timing constraint for the double coarse counter presented in section 2.4. In the synchronous

coarse counter, the bits need to propagate through the flipflops in less than half of the mini-

mal VCO period. The time for the calculation to make the new bits available is also less than

TVCO,min/2. Both of these timing constraints are acceptable, although the logic required to

determine the bits becomes more complex if the number of bits increases. For a coarse counter

which counts many cycles, an extensive calculation may be necessary to determine the next bit

which is difficult to implement this within the required timing constraints. Other codes, such as

the maximum length sequence, make it easier to calculate the next bit but the calculation after

sampling is more complex.

The problem with the synchronous counter is therefore that the calculation of the next value

consumes a significant amount of power, due to the limited time for this calculation. The

increased complexity when the number of bits increases also makes this type of counter less

attractive to have a scalable counter which can be used in many applications. A second drawback

is that all bits are registered by the flipflops during each VCO cycle. This is more often than

necessary as not all bits will change each cycle. The flipflops therefore consume more power

than necessary. These flipflops also have to be designed carefully, as the VCO output signal

is not a rail-to-rail square wave due to the tuning of the VCO. It is therefore argued that a

more power-efficient coarse counter than the synchronous binary counter can be designed for

the VCO-ADC.

3.2 Asynchronous Binary Counters

D Q

Q

D Q

Q

D Q

QVϕ,0

bit 1a bit 2a bit Nb,caCoarse counter A

Figure 3.2: Asynchronous binary counter

An asynchronous binary counter, shown in figure 3.2, is expected to be a more power-efficient

design for the coarse counter. In this counter design, the inverse output of the counter is used

both as the new data input and as the clock signal of the next counter. The bit of the counter



3.2 Asynchronous Binary Counters 27

therefore changes its value every time the rising edge appears at the clock input of the flipflop.

This means that the waveform of the bit will have half of the frequency of the waveform of the

previous bit. Figure 3.3 shows that this creates a binary counter when the values of the different

bits are combined.

Note that the asynchronous binary counter is a power-efficient design: no calculations are nec-

essary to determine the next value for the flipflop, as the inverse signal will always be available.

Also, the values of the flipflops will be clocked less often due to the lower frequency of the signal

of the previous flipflop. The number of times the values are clocked is the minimal number of

times needed for a binary counter, as the bits change every time. Since the counter output is

binary, the sampled bits selected by the multiplexer can be used directly in calculations.

Vϕ,0(t)

bit 1a

bit 2a

binary value 0 1 2 3 0 1

Figure 3.3: Waveforms in the asynchronous binary counter

The waveforms in figure 3.3 show how the binary signal is generated. The code increments on

every rising edge of Vϕ,0. This causes bit 1 to change its value. When bit 1 transitions from ‘1’

to ‘0’, bit 2 flips. The falling edge can ripple through the counter until a certain bit becomes

high and the binary value is increased. If all of the bits fall, the counter is reset automatically

as desired in the system model in section 2.1.

When the asynchronous counter is implemented in a double coarse counter design, it has to be

guaranteed that the value of coarse counter B follows the value of coarse counter A. Otherwise,

mistakes can be made when applying the difference operation to successive samples. Therefore,

Perez et al. [12] have proposed the coarse counter in figure 3.4. The red, dotted lines connect

the output of counter A with the data input of counter B. Due to these connections, the flipflops

in counter B always sample the value of the corresponding bit of coarse counter A. On the rising

edge of Vϕ,0, counter A increases. Counter B then takes the same value as counter A on the

falling edge, avoiding any issues between successive samples.

Looking in more detail at the sketched waveforms in figure 3.3, it can be seen that the transition

of each flipflop occurs slightly delayed compared to the relevant edge of its clock signal. These

delays are the main issue with the asynchronous binary counter. Due to propagation time and

rise time, the output of the flipflop may only react to the clock signal after a delay τb. For some

transitions, all the bits have to flip sequentially. The time until the coarse counter output is

reliable then equals the sum of the delays of Nb,c flipflops. Using this worst-case delay as τc, the
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condition in 2.5 can be expressed in equation 3.1. The condition for the delay of a bit becomes

worse as the number of coarse counter bits increases. No general, scalable coarse counter design

is obtained with the asynchronous binary counter.

τc = Nb,cτb <
TVCO,min

2
(3.1)
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QVϕ,0

bit 1a bit 2a bit Nba
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Q

D Q

QVϕ,0

bit 1b bit 2b bit Nbb

Coarse Counter A

Coarse Counter B

Figure 3.4: Connected asynchronous binary counters

3.3 Double Connected Binary Counter

The main issue with the asynchronous binary counter is that the flipflops react sequentially as a

transition ripples through the counter. The condition in equation 3.1 can therefore significantly

limit the maximal VCO frequency. A high VCO frequency is necessary to achieve a high SQNR

as described by equation 1.15. An improvement to the connected asynchronous binary counter

of figure 3.2 is required to relax the timing constraint on the minimal VCO period.

To solve this issue, the double connected binary counter in figure 3.5 is proposed. In this counter,

the blue, dashed lines connect the data output of bit 1b to the clock input of bit 2a. Therefore,

the transition of bit 2a starts when bit 1b rises, which is a time TVCO/2 earlier than in the

connected asynchronous binary counter. This is visible in figure 3.6, which shows the waveforms

in the double connected binary counter.



3.3 Double Connected Binary Counter 29

D Q

Q

D Q

Q

D Q

QVϕ,0

bit 1a bit 2a bit Nba

D Q

Q

D Q

Q

D Q

QVϕ,0

bit 1b bit 2b bit Nbb

Coarse Counter A

Coarse Counter B

Figure 3.5: Double connected binary counter

Vϕ,0

bit 1a

bit 1b

bit 2a

bit 2b 1,1 = 3

Figure 3.6: Waveforms in the double connected binary counter

Figure 3.6 shows the advantage of the new method to connect the double binary counter. Bit 2a

and bit 2b react to opposite edges of the same bit, 1b. Therefore, the transitions of the bits,

shown by the blue, dotted lines in the waveform, are maximally spread out. It is required that

one of the bits 2a and 2b is reliable at any time. The reliable bit is marked by the full black line

in the waveform in figure 3.6. By maximally spreading the transitions, the time for the edge to

ripple through the first and second flipflop is also maximal. Bit 1b still requires its transition

to be completed in a time TVCO,min/2. However, the condition on bit 2b is strongly relaxed:

the time between the edge of Vϕ,0 to which it reacts and the moment it needs to be reliable is

now TVCO,min, double the requirement in equation 3.1. The double connected coarse counter

therefore allows us to use a significantly higher VCO frequency.
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The double connected coarse counter requires us to select each bit independently from the correct

counter. Bit 2b is always reliable when the selected value of bit 1 is high, and bit 2a is reliable

when this value is low. This is also visible in figure 3.6. Similarly to the selection of the first

bit by the fine counter output, the second bit can now be selected by the first bit of the coarse

counter. The multiplexers selecting the different bits must now be placed in series, as the output

of each multiplexer selects the next bit. This increases the complexity of determining the coarse

counter value after sampling, a drawback of this type of counter. However, it is expected that the

simpler counter circuit at the relatively high VCO frequency will outweigh the increased com-

plexity of the digital circuit, which works at the lower sampling frequency. In figure 3.6, bit 1a is

selected due to the ‘0’ value of Vϕ,0 and bit 2b due to the ‘1’ value of bit 1a. The coarse counter

has correctly determined that 3 rising edges have happened since the beginning of the waveforms.

This method of connecting the coarse counters can easily be expanded to a higher number of

bits. Bit na always has to transition at the rising edge of bit (n− 1)b and bit nb on the falling

edge. The time until the transition on bit n has to be completed is always half of the period of

bit n−1. Therefore, the time for the edge to ripple through the counter to a certain bit doubles

at each bit. This can expressed as in equation 3.2. Comparing this condition to 3.1 shows that

the timing constraint in the double connected binary counter is less strict.

Nτb < 2N−1TVCO,min

2
for all N = 1, ..., Nb (3.2)
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Figure 3.7: Double connected binary counters: gated latch implementation
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A further simplification for the connected asynchronous binary counters is shown in figure 3.7.

In this design, gated latches are used instead of flipflops, as shown by the enable input noted ‘E’

instead of the clock input of the flipflops. This does not change the functionality of the counter

because the inverse of the output of bit 1b is now connected to the data input of bit 1a. When

the VCO phase is high, the gated latch of bit 1a is enabled and takes the inverse value of bit 1b.

When it is low, the latch of bit 1b is enabled and takes the value of bit 1b. Hence, one bit only

reacts to the change in the other bit at the next clock edge, as desired. The dash-dotted lines

show the altered connection compared to figure 3.5.

The advantage of this new design is that a gated latch is easier to design than a flipflop, which

usually consists of two gated latches in a master-slave configuration. Since a gated latch is a

simpler circuit than a flipflop, less parasitic capacitances need to be charged when a transition

occurs. Therefore, the power consumption is expected to be lower.

3.4 Gated Latch Design

3.4.1 Gated NAND-latch

D

Q

E

Q

D

Figure 3.8: Gated NAND-latch

To complete the design of the coarse counter, a circuit-level implementation of the gated latches

is necessary. A logic gate design for the gated latches used in the circuit of figure 3.7 is shown in

figure 3.8. The design consists of 4 NAND gates. The last two gates are cross-coupled to form

a NAND-latch. The first two gates are used to mask the input of this latch when the enable

signal is low.

The transistor-level design of the NAND-gate itself can be seen in figure 3.9. All circuit-level

designs are implemented in 28 nm CMOS, using ultra low threshold voltage (ulvt) flavor for the

transistors. In this design, the NMOS transistors are sized minimally, with a width of 100 nm

and a length of 30 nm. The PMOS transistors are sized with the same length but their width

is doubled to 200 nm, to have a similar gm/Id value as the NMOS transistor and therefore

place the transition level of the circuit at approximately Vdd/2. This small sizing is used to

minimize the parasitic capacitances on the nodes of the circuit. Small parasitic capacitances are

expected to increase the speed of the circuit, and reduce its power consumption. The sizing of

the NAND-gate is repeated in table 3.1.
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Figure 3.9: NAND gate transistor-level design

M1 M2 M3 M4

width [nm] 200 200 100 100

length [nm] 30 30 30 30

Table 3.1: Transistor sizing of the NAND gate

The circuit of figure 3.8 with figure 3.9 as NAND-gate is implemented in cadence. As visible in

figure 3.9, the inputs of the gate are not symmetrical. Input b is used for the enable signal and

for the outputs, while the data inputs and internal signals are applied to input a of the gates.

The transient response of the circuit on the rising edge of the enable signal is simulated and

plotted in figure 3.10. The enable signal itself is shown as a dotted line, of which the rising edge

starts at 80 ps and has a rise time of 20 ps. The situation when D is high and the output Q rises

is shown in figure 3.10a. Figure 3.10b shows the opposite situation when D is low the output Q

falls. Due to symmetry, the transient responses of Q are identical to the plotted responses, but

react oppositely to the value of the data input.

The VCO output Vϕ,0 is applied as the enable signal for the first coarse counter. As it will

be explained in section 4.3, this signal is not rail-to-rail. The low value of the square wave of

Vϕ,0 can become significantly higher than 0mV due to the tuning of the VCO. Therefore, the

transient responses in figure 3.10 are plotted for different values of this tuning voltage Vtune. The

simulated responses are obtained with eleven different Vtune values between 0mV and 500mV,

separated by 50mV. When Vtune is increased, the system reacts faster to the rising edge because

the voltage at which the PMOS transistors switch off and the NMOS transistors switch on is

reached earlier. However, when Vtune becomes too high, the next data value partially or fully

leaks through. This means that the output does not have a desired value close to 0mV at the

start of the simulations when Vtune is equal to 450mV or 500mV, as visible in figure 3.10a.

Increasing Vtune also increases the leakage current as the NMOS transistor of the enable signal

lets more current pass through. For this reason, the enable signal is applied as signal b in the

NAND-gate of figure 3.9, which has a slightly higher source voltage due to the drain-source

voltage of transistor M4.
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Figure 3.10: Transient response for the gated NAND-latch

The gated NAND-latch is expected to work well at values of Vtune up to 400mV. At these

values, the rising edge has finished its transition less 40 ps after the start of the rising edge on

the enable signal, as seen in figure 3.10a. The falling edge takes slightly longer, up to 51 ps in

figure 3.10b. Detailed results of the rise and fall times, as well as the power consumption, are

shown in figure 3.13.

3.4.2 Gated NOT-latch
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Figure 3.11: Gated NOT-latch transistor level design
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M1 M2 M3 M4 M5 M6 M7 M8

width [nm] 200 200 100 100 200 100 200 100

length [nm] 30 30 30 30 30 30 30 30

Table 3.2: Transistor sizing of NOT-gate

Another possible design for the gated latch is described by Baert and Dehaene in [15] and shown

in figure 3.11. This design uses cross-coupled NOT-gates to store the value of the signal. It has

been used in a coarse counter by placing the latches in a ring with four elements. This performs

a divide-by-four operation and counts two bits in Gray code in each divide-by-four block. The

circuit performs exactly as a gated latch and can therefore also be used in the configuration of

figure 3.7, which removes the need to decode the 2 bits of the Gray counter. As seen in figure 3.11,

both the enable signal and its inverse are necessary, but these are available for the output of the

VCO or the output of the previous latch. This design contains 5 PMOS and 5 NMOS transistors,

which are 6 transistors less than the 8 PMOS and 8 NMOS transistors required by the gated

NAND-latch. Table 3.2 shows the sizing of the transistors in the NOT-gate.
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Figure 3.12: Transient response for the gated NOT-latch

The transient response of the rising and falling output has also been simulated for the gated

NOT-latch. This results in the plots in figure 3.12. The simulation has been done with the same

set of values for Vtune. It can be seen that the system reacts quite differently to increasing Vtune

compared to the NAND-latch. In figure 3.12, increasing the tuning voltage causes the value of

the NOT-latch to only partially rise or fall to the correct value, compared to rising or falling too

early for the NAND-latch in figure 3.10. Both of these situations are of course undesired. The

NOT-latch reacts faster at lower Vtune and slower as Vtune is increased, which is opposite of the

behaviour of the NAND-latch.
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3.4.3 Comparison

The NOT-latch only works up to Vtune of 300mV, making it more likely that the system needs a

buffer between the VCO and the coarse counter than with the NAND-latch. Together with the

maximal value of Vtune for which the gated latch operates successfully, the following four other

metrics can be defined to compare the performance of the NAND-latch and the NOT-latch:

• Rise time τr: time difference between the beginning of the rising edge on the enable signal

and the time instant when the value of the rising output reaches 899mV.

• Fall time τf : time difference between the beginning of the rising edge on the enable signal

and the time instant when the value of the falling output reaches 1mV.

• Leakage current IL: current consumption of the gated latch when the data input and

output are opposite, measured 5 ps before the rising edge of the enable signal.

• Transient charge QT : the integral of the current consumption from the beginning of the

rising edge of the enable signal until 100 ps later.

The last two metrics allow us to estimate the total power consumption of the coarse counter.

For each bit of the coarse counter, either gated latch a or b is driven by the data signal opposite

to its output signal and will therefore leak current. The current due to the transient response of

one gated latch in the counter is given by the transient charge multiplied by twice the frequency

of the counter output waveform, 2QT fn, for both the rising and falling edge of the counter. The

frequency of the first counter is half of the VCO frequency and this frequency halves again for

each counter. Counting together the transient powers for all gated latches leads to an estimation

of the total average power consumption given in equation 3.3 for the coarse counter.

PCC = Vdd (NbIL + 2QT fV CO) (3.3)

These four performance indicators for the gated latch are calculated from simulations and plotted

in figure 3.13. The plots contain both the results for the gated latch based on the cross-coupled

NAND-gates, with the blue crosses, and the cross-coupled NOT-gates, with the red dots. The

points have been plotted for different values of Vtune. Only the values of Vtune at which the

latches function properly, as seen in figures 3.10 and 3.12, are included in the plots.

The rise times are plotted in figure 3.13a. The rise times of the NAND-latch remain fairly

constant in function of the tuning voltage, decreasing slightly as Vtune increases. In comparison,

the rise times of the NOT-latch increase with Vtune. The NAND-gate has a higher τr than the

NOT-gate at low values, but a lower τr at high values. Looking at the fall times in figure 3.13b,

a similar behaviour can be observed. The values of τr and τf for the NOT-gate are similar, but

the value of τf for the NAND-gate is about 10 ps lower than the value of τr. Taking into account

that the minimal VCO period TVCO,min has to be higher than 2τr and than 2τf , the plotted

values allow a maximal VCO frequency of 8GHz.
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Figure 3.13: Relevant performance metrics for the gated latches

Looking at the current consumption of the two gated latch designs, it can be seen that the

leakage current is very similar in the NAND and the NOT latch in figure 3.13c. Both of the

leakage currents strongly increase as Vtune increases, since this increases the subthreshold current

in transistors which are expected to be in cutoff.

The transient charge is plotted in figure 3.13d and is expressed in µAGHz−1, to be able to

compare this value to the value of the leakage current. On this plot, a clear difference can be

seen between the latches: the NAND-latch consumes significantly less power to transition from

one stage to another stage than the NOT-latch. It is expected that the VCO will operate at

several GHz, meaning that the current due to the transition will be similar in magnitude or

slightly higher than the leakage current.
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A more accurate estimation of the total power consumption in the NAND-latch can now be made:

the leakage current of the first counter IL,C1 is dominant over the other leakage currents, so only

this counter is included in the first term of equation 3.3, which is rewritten as equation 3.4.

PCC = Vdd (IL,C1 + 2QT fV CO) (3.4)

The NAND-latch therefore has two significant advantages to the NOT-latch: a lower power

consumption and a wider range of values of the tuning voltage that can be used. Implementing

the coarse counter as a double connected binary counter, shown in figure 3.7, and using gated

NAND-latches for this design therefore allowed us to design a more power-efficient coarse counter.

This double counter will also be resistant to asynchrony as discussed in section 2.4. The rest of

the circuit of the coarse-fine VCO-ADC will be designed around this coarse counter.



Chapter 4

Design of the Other Circuit Elements

4.1 Overview

The previous chapters provide us with a thorough understanding of the Coarse-Fine VCO-ADC

on a system level. This understanding makes it possible to split the design into smaller parts, and

identify some important building blocks and the connections between these building blocks. A

suitable design for each block is now required. The blocks will then be linked in a full schematic,

an important step towards a chip design. The schematic is simulated to produce results which

more accurately reflect the true performance of the coarse-fine VCO-ADC. As mentioned in the

previous section, the circuits are designed for a 28 nm CMOS technology and all transistors use

ulvt flavor.
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Figure 4.1: Different blocks which remain to be designed

38
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Figure 4.1 therefore gives an overview of the full system. The different named blocks in the fig-

ure are the circuits which need to be designed. The double coarse counter was already designed

in chapter 3. If necessary, a buffer might be added to this. The other blocks which require a

circuit are described in this chapter. The ring oscillator consists of delay cells, controlled by the

signal from the tuning circuit. The flipflops sample the input signal at frequency fs. The digital

circuit, which processes these samples, is described in the hardware description language Verilog

and performs the decoding and difference operation which produces the output signal D(z).

The performance of each of the designed components will be tested in simulations. For each

of the components, the power consumption is an important characteristic. Other important

aspects are the speed of the components as seen for example by the settling time, the input

and output voltage range, and the spectral density for the thermal and 1/f -noise. Knowing the

relevant performance characteristics will allow us to optimize the VCO-ADC successfully for a

certain bandwidth and SNR requirement. Throughout this chapter, some important parameters

will be identified which will be sized in section 4.7 to minimize the power consumption.

4.2 Delay cells

In the expression for the signal-to-quantization-noise ratio derived in section 1.5, it was shown

that the SQNR increases by 20 dB/decade with the product of the number of cells and the

VCO tuning range, Nϕftune. This product is inversely proportional to the delay of a single cell.

Therefore, designing a fast delay cell is important for the performance of the full VCO-ADC.

Vϕ,n−1,+

Vϕ,n−1,− Vϕ,n,−

Vϕ,n,+

Vϕ,n+1,−

Vϕ,n+1,+

Vdd

Vtune

Figure 4.2: Design of the feed-forward delay cell

NMOS PMOS

width [nm] Wn 2Wn

length [nm] 30 30

Table 4.1: Transistor sizing of the inverters in the feedforward delay cell

In [16], a delay cell which uses feed-forward cross-coupled inverters is described. These delay
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cells achieve a low delay and therefore a high frequency without reducing the number of phases,

and were applied in a VCO-ADC in [17]. This design is shown in figure 4.2. The two central in-

verters are crossed to form the main path of the delay cell. To make sure that the ring oscillator

operates differentially as a ring of Nϕ delay cells, auxiliary inverters are required. These are the

two outer inverters in figure 4.2. The auxiliary inverters of cell n are connected to the output of

delay cell n+ 1. As derived in detail in [8], the feedforward inverters increase the frequency of

the ring. The capacitive load at a cell precharges slightly and is then charged by current from

both the auxiliary and the main inverters, causing a lower delay. By placing the delay cells in a

ring and correctly crossing both the main signal path and the auxiliary path when the end and

the beginning of the loop are connected, the ring oscillator is created.

The delay caused by the delay cell will be tuned by applying the voltage Vtune to the bottom of

the inverters in the delay cell. Over the entire ring, a voltage Vring = Vdd − Vtune and a related

current Iring will be observed. At a higher Iring, the load capacitance will charge faster and the

frequency of the VCO increases. Since this Vtune is the bottom voltage of the inverters in the

delay cell, the low value of the square wave will be equal to Vtune. Therefore, the amplitude

of the square output wave is modulated by the bottom voltage of the delay cell, as shown in

figure 4.3. This modulation complicates the design of the flipflops and of the first gated latch

in the coarse counter.

Vgnd

Vdd

Vtune

Vϕ,n,+

Figure 4.3: Modulation of the VCO output by the tuning voltage

Two other factors also define the ring oscillator VCO: the number of delay cells Nϕ and the

sizing of the inverters. The PMOS transistors in the inverter are again sized to have double the

width of the NMOS transistors, Wp = 2Wn. The lengths of these transistors are minimal at

30 nm. Therefore, the two parameters defining the ring oscillator are Nϕ and Wn, which will

be optimized in section 4.7. The sizing of these parameters determines the VCO frequency and

power consumption. It also determines the input-referred thermal noise and 1/f -noise. The

sizing is repeated in table 4.1, in function of Wn.
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The diode model developed by Borgmans et al. [8] is useful to reason on the relation between

the different parameters and the ring oscillator characteristics. This model is based on the ob-

servation that the relation between the current through the ring oscillator Iring and voltage over

the ring oscillator Vring is similar to the relation for a diode. Figure 4.4a shows this relation for

a ring with 16 phases (Nϕ = 16) and a Wn of 3200 nm. Due to the low current up to 300mV

and the increasing slope after this point, the plot is similar to a diode characteristic. Next to

this plot, figure 4.4b shows the frequency of this ring oscillator plotted as function of Vring. In a

simple model, the current increases is independent of the number of phases and increases linearly

with the transistor width. As the load capacitance is also linearly proportional to the transistor

width, the delay of the cell and therefore the VCO frequency is independent of the transistor

width. As identified earlier, the frequency is inversely proportional to the number of delay cells.

These relatively simple relations will be used to size the parameters.
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Figure 4.4: Input-output characteristics of the ring oscillator VCO.

The similarity to the behaviour of a diode goes further than the I-V -characteristic shown in

figure 4.4a. Equation 4.1 gives an approximate expression for the spectral density of the white

noise of the ring oscillator. The noise is expressed as an equivalent voltage source in series with

the ring oscillator. The first part of this expression, kT/gring is similar to the expression for the

white noise voltage of a diode. The conductance gring is the derivative of the noise characteristic

in figure 4.4a. The factor ΓZ describes the effect of the impedance of the tuning circuit and

takes a value between 0.5 and 1.

SVring,w(f) =
kT

gring
ΓZ (4.1)
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The 1/f -noise is also described in [8]. This noise decreases with the total channel area of the

ring oscillator, and is therefore inversely proportional to the number of phases Nϕ and to the

width of the NMOS transistors Wn. The expression for the 1/f -noise is given in equation 4.2.

The parameters Kfn and Kfp are technology-dependent, as is the oxide capacitance Cox.

SVring,1/f (f) =
1

32NϕCox

(
Kfn

WnLn
+

Kfp

WpLp

)
1

f
ΓZ (4.2)

The relation of the current noise to Wn and Nϕ is not straightforward and depends on the tuning

circuit, as changing these parameters changes the input-output characteristics of the VCO. This

affects the operating point of the ring oscillator, and therefore also the value of gring. The

input-referred thermal noise and its effect on the total SNR of the VCO-ADC will therefore be

estimated when the different circuit blocks are combined in section 4.7. A plot of the input-

referred voltage noise of the ring oscillator is shown in figure 4.5. The same ring oscillator as

for the plots figure 4.4 is used, and an ideal voltage source of 400mV is applied to tune the ring

oscillator. The flat spectrum of the white noise and −10 dB/decade slope of the 1/f -noise are

marked as the dashed line and visible in the spectrum, with a smooth transition between these

regions.
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Figure 4.5: Input-referred thermal voltage noise of the ring oscillator

4.3 VCO Tuning Circuit

The curve of the frequency fring in function of the voltage Vring in figure 4.4b shows clear

nonlinear behaviour. To counter this nonlinearity, the tuning circuit shown in figure 4.6 was

developed by Babaie-Fishani and Rombouts [18]. This circuit controls the value of Vring, and

therefore the frequency, by setting Vtune = Vdd − Vring as a function of the input voltage Vin.
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The relation between Vin and Vtune can be expressed in equation 4.3. It is a function of the

ring oscillator characteristic shown in figure 4.4a and the values of the resistors Rconn and Rgnd.

Choosing these resistors carefully for the given I-V characteristic of the ring oscillator enables

us to trade off a certain VCO tuning range ftune, important for the signal strength of the VCO-

ADC output, against the linearity and power consumption of the VCO. Rconn and Rgnd are

therefore sized by the algorithm in section 4.7.

Rconn

Rgnd

VtuneVin

Vdd

Ring
Oscillator

Figure 4.6: Design of the VCO tuning circuit

Iring = Vtune

(
1

Rconn
+

1

Rgnd

)
− Vin

Rconn
(4.3)

Equation 4.3 can also be represented graphically, as in figure 4.7. The straight lines are the load

lines applied by the tuning circuit at Vin = 0 and at Vin = Vdd, while the curved line is a sketch

of the I-V characteristic mirrored to express this as a function of Vtune. The input range of Vin

is therefore mapped on a smaller range of Vtune, and this range then defines the values of fring

which can be obtained.

Vtune Vtune

Iring fring

−Vdd/Rconn

−Vin/Rconn

0

Vtune,in Vtune,in

ftune

Figure 4.7: Plot of the operation of the VCO tuning circuit
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Figure 4.7 sketches how the tuning circuit works. It can be seen that a curve of Vtune as function

of Vin will be a convex upwards function, as Vtune increases faster for higher Vin. The tuning

frequency range of interest is mainly at lower frequencies, to limit the power consumption. At

these frequencies, the curve of fring against Vtune is convex downwards. When fring is plotted in

function of Vin, these convex functions will partially cancel, leading to the desired characteristic

with higher linearity.

To express the input-referred thermal noise for the VCO-ADC, the thermal noise of the ring

oscillator should be transformed by the tuning circuit. The resistors of the tuning circuit also

add noise. A detailed analysis of the effect of the tuning circuit on the input-referred thermal

noise was done in [19]. In short, the noise transformation can be explained as follows: Vin

contributes to the Vring through a voltage divider circuit consisting of Rconn and Rgnd, shown in

figure 4.6. Transforming this to its Thévenin equivalent places the ring oscillator, its noise, the

series resistance and the transformed Vin all in series. Through the reverse Thévenin operation,

a multiplication with (Rconn +Rgnd)/Rgnd, the noise voltage source can then be placed in series

with the original input voltage source. Equation 4.4 therefore presents the input-referred thermal

noise density for the VCO and its tuning circuit.

SVin,ring(f) = SVring(f)

(
Rconn +Rgnd

Rgnd

)2

(4.4)

The resistors of the tuning circuit also contribute noise to the circuit. Since Rconn is in series

with Vin, its thermal noise can be directly added to the input voltage. The noise of the resistor

Rgnd can be modelled as a current source and then also transformed to its Thévenin equivalent.

The total noise due to the resistors is shown in 4.5. Only the thermal noise by the tuning circuit

and the ring oscillator is considered to affect the operation of the VCO-ADC. It is expected that

the amplification by the VCO, as seen in the block diagrams in section 1.3 will cause this noise

to be dominant over other noise sources.

SVin,R
(f) = 4kT

(
Rconn +

R2
conn

Rgnd

)
(4.5)

4.4 Coarse Counter Buffer

As shown by figure 4.3, the VCO tuning circuit modulates the lower level of the VCO output

signal and this signal is therefore not rail-to-rail. A low frequency and a low current can be

achieved by decreasing the voltage over the ring oscillator, as visible in figure 4.4. This means

that a higher Vtune should be applied, up to approximately 630mV. However, in section 3.4 it

was shown that the gated latch of figure 3.8 only works up to a tuning voltage of 400mV. To

achieve a greater design freedom when combining and sizing all the circuits, a buffer circuit is

designed. This buffer increases the voltage swing of the VCO output phase and applies a square

wave with larger amplitude to the coarse counter.



4.4 Coarse Counter Buffer 45

Vdd

M1 M2

M3 M4

Vϕ,buff,0+Vϕ,buff,0−

Vϕ,0+ Vϕ,0−

Figure 4.8: Coarse counter buffer circuit

The buffer circuit is shown in figure 4.8. It consists of a common source NMOS pair M3-M4

as input stage and a cross-coupled PMOS pair M1-M2 as output to which the buffered VCO

phases are connected. The highest voltage at the input pair will force the voltage at its drain to

zero, turning on the PMOS transistor at the opposite side. Since both transistors on one side,

for example M2 and M3, are active, a leakage current will flow and the current at the buffer

output will be forced to take a higher value. While this might not yet be a rail-to-rail output

square wave, the difference between the high and low value will be larger which allows an easier

operation of the gated NAND-latch.

Both the NMOS and PMOS transistors are sized minimally at a length of 30 nm and a width of

100 nm to allow the circuit to operate as fast as possible by reducing the parasitic capacitances.

The asymmetry of the VCO output signal is now flipped: the low voltage reaches a level close

to ground, while the high voltage does not reach its maximal value. This allows us to make a

small adaptation to the NAND gates of figure 3.9: the PMOS transistor is also sized minimally

now, reducing its width from 200 nm to 100 nm. The speed of the circuit is thereby further

increased, while the transition level is lowered. The lower transition level is desired as it is

placed more central between the high and low level of the buffer outputs Vϕ,buff,0, making the

reduced higher voltage level easily distinguishable. Table 4.2 repeats the sizing of the buffer

circuit, while table 4.3 shows the updated sizing of the NAND gate of figure 3.9.

M1 M2 M3 M4

width [nm] 100 100 100 100

length [nm] 30 30 30 30

Table 4.2: Transistor sizing of the buffer circuit

M1 M2 M3 M4

width [nm] 100 100 100 100

length [nm] 30 30 30 30

Table 4.3: Updated transistor sizing of the NAND gate
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The same metrics for the coarse counter are now applied for a gated latch with its buffer circuit.

The first conclusion is that the circuit works between a tuning voltage of 0mV and 650mV. The

full range of the curve of figure 4.4b can therefore be used. The rise time and fall time increase

slightly at lower values of Vtune and significantly at higher values. The timing constraints are

now more strict at the higher Vtune, which is an advantage since the frequency is higher at a low

tuning voltage. Looking at these curves in figure 4.9a and figure 4.9b, a maximal frequency up

to 8GHz can still be achieved without violating the timing constraint τb < TVCO,min/2 of the

first gated latch in equation 3.2.
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Figure 4.9: Relevant performance metrics for the buffered NAND-latch

The buffer circuit consumes a significant leakage current, up to approximately 66 µA, visible in

figure 4.9c. However, several observations show that this leakage current is acceptable in the

design. Firstly, it can be noted that the leakage current of the gated latch is significantly reduced
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by the buffer, since the enable signal has a larger amplitude. Secondly, the current in the VCO

can be decreased by applying a higher tuning voltage, and this current is in the order of mA as

opposed to 10 µA. Figure 4.9d also shows that the total transient charge also increases slightly

when the buffer is added.

To model the effect of the coarse counter with buffer on the power consumption, a distinction

between the case when the buffer is not used and the case when the buffer is used should be

made. If Vtune,max ≤ 400mV, the model of equation 3.4 can be used but IL will now be modelled

linearly in function of Vtune,max, as a conductance GL,CC. When Vtune,max > 400mV, GL,buff will

be used and QT,buff will be added to the transient charge. This results in a power consumption

given in equation 4.6.

PCC,buff = Vdd(GL,buffVtune,max +QT,bufffVCO + 4QT,CC,bufffVCO) (4.6)

4.5 StrongARM Sense Amplifier

The outputs of the different phases and of the coarse counter need to be sampled. The tuning

voltage Vtune modulates the lower value of the square wave output of the ring oscillator, meaning

that the flipflop also has to act as a comparator. The comparator should be very sensitive, to

avoid metastability if the sample is taken when the differential output is just crossing. The

speed of the sampling operation is also crucial, to use the sampled signals directly in the digital

circuit applied to the flipflop output. To design a sensitive comparator which also samples very

fast, we use a StrongARM sense amplifier [20] [21].

Vdd

Vin,−Vin,+

VClk

Vout,− Vout,+

M1 M2

M3 M4

M5 M6

M7

M8 M11M9M10VClk VClk VClk

VClk

Figure 4.10: StrongARM sense amplifier
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M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11

width [nm] 100 100 100 100 100 100 200 100 100 100 100

length [nm] 30 30 30 30 30 30 30 30 30 30 30

Table 4.4: Transistor sizing of the strongARM sense amplifier

M1 M2 M3 M4

width [nm] 200 200 100 100

length [nm] 30 30 30 30

Table 4.5: Transistor sizing of the NAND gate in the latch following the sense amplifier

The circuit describing the StrongARM sense amplifier is shown in figure 4.10. The circuit opera-

tion is explained by considering the roles of the different transistors, as done in [21]. Transistors

M1-M4 form a latch out of two cross-coupled inverters. Transistors M8 and M9 reset the inner

node of these inverters, and M10 and M11 reset the bottom voltage of the inverters, all to Vdd.

This reset phase is done when the clock signal is low, and guarantees that the next sample is not

affected by an offset due to the last sample. When the clock signal becomes high, transistors

M8-M11 are in cutoff and transistor M7 is active. The differential input pair is also activated

now. The output is then generated from the input differential signal in three more phases:

sampling, propagation, and regeneration, as defined by Xu and Abidi in [20].

During the sampling phase, transistors M1-M4 are in cutoff. The parasitic capacitors at the

drain of the differential pair are fully charged by the reset phase. Due to the input signal, the

current through M5 and M6 causes these capacitors to discharge. This discharge happens at

slightly different rates due to the differential component of the input signal. After a time τs,

the voltages at the sources of M3 and M4 have fallen and the gate-source voltage exceeds the

threshold voltage. These transistors are turned on, which starts the propagation phase. Tran-

sistor M3 and M4 are no longer in cutoff. Therefore, the parasitic capacitors at Vout+ and Vout−
also start discharging. This discharge is initially slow but increases as the gate-source voltage

of transistors M3 and M4 also increases. Again, the falling voltage causes the next transistors,

PMOS pair M1 and M2, to become active after a time τp and the final phase begins.

In the regeneration phase, the cross-coupled inverters act on the difference between Vout− and

Vout+. This difference has been amplified in the sampling phase and then propagated to the out-

put in the propagation phase. The transfer of the differential voltage to the output stage can be

modelled as an exponential charging of the load capacitor CL, with time constant τreg = CL/GM .

GM is the transconductance in the cross-coupled inverters. Its value of changes over time: ini-

tially, only the PMOS transistor pair M1-M2 contribute significantly to the regeneration. M3

and M4 later increase GM , degenerated by M5 and M6 acting in the linear region. The dif-

ferential output voltage rises exponentially, until this exponential is limited by the ground and

supply voltage and the output signals settle to a low and a high digital output signal.
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The StrongARM sense amplifier mainly consumes power by the charging of the load capaci-

tances during the reset phase. Therefore, to size it for low power consumption, the parasitic

capacitances are minimized. Transistors M8-M11 are used as digital switches and should have

enough time to charge the necessary nodes so are sized minimally at a length of 30 nm and a

width of 100 nm. Transistors M1-M4 are also sized minimally, to minimize the time constant of

regeneration by having a high transconductance for a low capacitive load. The minimal sizing is

also used for the input differential pair M5 and M6, again limiting the parasitic capacitance, the

load on the VCO-ADC, and possible kickback due to the activation of M7 on the rising clock

edge. Finally, the width of M7 is double that of M5-M6, 200 nm, to make sure that the current

through the differential pair is not limited by the tail current. Table 4.4 summarizes this sizing.

A simulated transition of the output of the StrongARM sense amplifier is shown in figure 4.11.

In this figure, the output and the rising edge of the clock partially overlap. The inputs Vin,+

and Vin,− are also realistically modelled as outputs of the ring oscillator, with a bottom voltage

at 550mV and an exponential edge. These factors complicate the operation of the StrongARM

and slow down the transition. The outputs Vout,+ and Vout,− initially both fall, but a difference

between the outputs is already forming. This differential voltage increases significantly once

the PMOS transistors are activated, causing the outputs to take a high and a low value. The

transition in the strongARM is approximately completed less than 80 ps after the start of the

rising clock edge.
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Figure 4.11: Transition waveforms of a StrongARM sense amplifier
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A simulated transition of the output of the StrongARM sense amplifier is shown in figure 4.11.

In this figure, the output and the rising edge of the clock partially overlap. The inputs Vin,+

and Vin,− are also realistically modelled as outputs of the ring oscillator, with a bottom voltage

at 550mV and an exponential edge. These factors complicate the operation of the StrongARM

and slow down the transition. The outputs Vout,+ and Vout,− initially both fall, but a difference

between the outputs is already forming. This differential voltage increases significantly once

the PMOS transistors are activated, causing the outputs to take a high and a low value. The

transition in the strongARM is approximately completed less than 80 ps after the start of the

rising clock edge.

The digital output of the strongARM sense amplifier needs to be latched between samples, to

make sure it is available during the reset phase. A NAND-latch is used, since this latch retains

its value when both of its inputs are high. This NAND-latch is similar to the latch used in the

coarse counter, but it is not gated. On figure 4.11, the transition of the output of the latch is

also shown as the waveforms of Vlatch,+ and Vlatch,−. It can be seen that this reacts very fast

once the voltage Vout,− has decreased significantly, even settling faster than the output of the

sense amplifier. The sizing of the NAND gates in this latch is shown in table 4.5

The sense amplifier does not consume a significant static current. Therefore, the average current

consumption depends on the clock frequency and will be expressed in µAGHz−1. Three situa-

tions can be distinguished in simulations. On the falling clock edge, the nodes recharge, requiring

a charge of 1.2 µAGHz−1. On the rising clock edge, the current depends on whether the latched

value has to switch or not. A charge of approximately 1 µAGHz−1 is observed when the latch

switches and approximately 400 nAGHz−1 when the output of the latch does not change. As-

suming that the latch has an equal probability of switching or not switching at any sample, the

current consumption of the sense amplifier and latch can be estimated as 1.9 µAGHz−1fs.

Ideally, the sense amplifier would always give a certain, reliable output voltage before a certain

transition time τSA. However, the differential voltage at the start of the regeneration phase can

be arbitrarily close to zero. If it is too close too zero, the output can be metastable, and this

metastability can propagate through the latch into the digital circuit. The noise due to metasta-

bility will be well below the target SNR values of the coarse-fine VCO-ADC if the probability

of a metastable output is below 10−15 at τSA.

The transition time will be given by τSA = τs + τp + nregτreg. The important parameter for

metastability is the number of time constant nreg. This value needs to be larger than 35 for the

desired metastability probability. The other values can be obtained from simulations. A very

loose upper bound for the time constant which defines the regeneration phase can be found as

τreg = CL/gm1,2, taking the rough assumption that only the pair M1-M2 contributes to regen-

eration. Depending on the direction of the transition, either gm1 or gm2 will reach a maximum,

and this maximum is used to determine τreg, while the time of this maximum determines τs+τp.

A voltage of 450mV is applied to both inputs of the sense amplifier, sized as described above.
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This gives a gm of 70.9 µS after 60 ps and a load capacitance of 408 aF. A time constant τreg of

5.76 ps is obtained, and the required transition time τSA is therefore 262 ps. The NAND-latch

will not add a significant additional delay to this transition time, as this will react very quickly

to a variation in the output of the sense amplifier, as seen in figure 4.11.

The value of τSA is important as this will reduce the available propagation time in the first part

of the digital circuit. The actual value is expected to be significantly lower, as the actual gm

will be higher due to the effect of the NMOS pair. However, this gives us a necessary margin to

use as an input when synthesizing the digital circuit.

4.6 Digital Design
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Figure 4.12: Digital blocks to determine the ADC output

The digital values at the output of the flipflops do not directly provide the ADC output. The

fine and coarse counter output need to be combined to a binary value, and the difference between

the value of the previous sample needs to be subtracted from the current sample. The digital

chain used to calculate the ADC output is shown in figure 4.12. The fine and coarse counter are

decoded separately, and three registers are used to apply the difference operation and store the

output value. The different blocks in figure 4.12 are implemented separately as Verilog code and

the different modules are then combined in a single top-level design. The full Verilog description

which implements these different modules as well as the top module is listed in appendix B.

The decoder of the coarse counter has the 2Nb,c coarse counter bits of both halves of the con-

nected double counter from section 3.3 as inputs, as well as the fine counter bit sampled from

Vϕ,0. The decoder for the coarse counter is implemented as a multiplexing operation using case-

statements. As described in section 3.3, the fine counter bit selects the first bit of the coarse

counter output, this first bit selects the second bit, and this process continues until all bits are

selected. This leads to an output of Nb,c bits of the coarse counter decoder, which become the

most significant bits (MSB) stored in the first register.
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The decoder of the fine counter is implemented using a lookup table (LUT). The XNOR-scheme

in figure 2.1 is not implemented directly as freedom is given to the compiler to find a more

efficient implementation. The Nϕ input bits can only take 2Nϕ different values: either a falling

edge or a falling edge will propagate through the ring oscillator. The former will be sampled

as a series of ones followed by zeros, and the latter as a series of zeros followed by ones. These

2Nϕ different input bit vectors therefore result in a fine counter value from 0 to 2Nϕ, and are

implemented in the lookup table. All the other possible input bit vectors cannot occur when

the ring oscillator is sampled properly and a default case with ‘don’t care’ (symbol x) as output

takes care of these inputs. The fine counter has an output of Nb,ϕ = 1 + log2Nϕ bits. The

number of phases Nϕ is always chosen as a power of 2. Otherwise, the decoding of the coarse

and fine counter into a binary value needs to be combined and becomes more complicated. The

fine counter output is stored as the least significant bits (LSB) in the first register.

The three registers and the difference operation are implemented as simple as possible and op-

erate on values represented by Nb = Nb,c +Nb,ϕ. The first register is not strictly necessary but

splitting the decoding and the difference operation relaxes the timing constraint of the digital

circuit. The second register is necessary to have the previous value available for the difference

operation, and the third register stores the value for the ADC output.

The digital circuit is synthesized for a 16-phase VCO-ADC, with 3 coarse bits. The timing and

power consumption of this circuit are of great interest, as these measures will be essential to

successfully combine the circuits. The predicted maximal time for a combinatorial path in the

circuit is found to be 348 ps, obtained for the calculation of the fine counter value. A large part

of this delay is the 262 ps found as the delay of the sense amplifier in 4.5. Adding an uncertainty

of 120 ps and setup time of 16 ps to this results in a total longest path delay of 484 ns, including

the input delay. This suggests that the digital circuit can be designed up to a sampling frequency

of 1.5GHz without having to pipeline calculations by adding registers in the decoding of the

coarse or fine counter. This is an important result: when designing the coarse-fine VCO-ADC,

the clock frequency can be chosen independently from the VCO frequency. Therefore, the power

consumption can be greatly reduced by choosing a sampling frequency which is low enough to

avoid pipelining in the calculations. Pipelining is power-hungry because it requires additional

registers to store intermediate results. The complexity of the digital design also increases. For

a 1GHz sampling frequency, the digital circuit consumes an estimated power consumption of

only 168 µW, which is significantly lower than the predicted power consumption in the VCO

when looking at figure 4.4a. The power consumption is expected to be proportional to fs and

this factor also affects the power consumption in the sense amplifiers. Therefore, fs is another

parameter which can be optimized when connecting the different circuits.
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4.7 Combining the Circuits

4.7.1 Design Space and Iteration Variables

Throughout the extensive exploration of the different blocks of the circuit, the power consump-

tion of the circuits and their effect on other important design factors such as noise or timing is

discussed and determined. This allows us to define a method and write an algorithm to size the

parameters. The circuits designed in this chapter are connected as described in section 4.1 and

figure 4.1 to obtain a full VCO-ADC design. This VCO-ADC has to meet certain specifications.

A bandwidth fBW is defined for the analog input signal. This is necessary to determine the

SQNR. Combining the SQNR with the input-referred thermal noise SNRin,T allows us to de-

termine the SNR, which is also used as a specification for the VCO-ADC. Finally, the linearity

of the VCO-ADC is considered. Linearity can be expressed by the total harmonic distortion

(THD), which determines the signal-to-noise and distortion ratio (SNDR) together with the

SNR. In this design, the THD is taken into account by designing the VCO-ADC for a certain

third order harmonic distortion (HD3). The VCO-ADC will be applied in a pseudo-differential

configuration in section 5.2, which will remove the even harmonics from the spectrum. Of the

remaining harmonics, we expect the third harmonic to be dominant. Hence we will specify a

certain target HD3. The goal of this section is to find a design method for the VCO-ADC which

achieves these specifications using a minimal power consumption. The resulting algorithm is

summarized in algorithm 1, and a full implementation in Python is shown in appendix C.

To achieve the desired design, several parameters should be set to an appropriate value. The

resistors Rconn and Rgnd of the tuning circuit are not determined yet. The number of delay

cells Nϕ and NMOS width Wn are required to fully define the ring oscillator. Finally, the clock

frequency fs is not fixed yet, and this also defines the number of coarse counter bits Nb,c through

equation 1.17.

These five parameters give us a very large design space. However, it immediately becomes clear

that the design space is limited by several restrictions. Figure 3.10b in section 3.3 shows that the

maximal fall time of the coarse counter is slightly more than 50 ps, limiting the maximal VCO

frequency to fmax = 8GHz. In the previous section, it was shown that the sampling frequency

is also limited to a maximum of fs,max = 1.5GHz, and due to the decay of the transfer function

shown in figure 1.7, a lower limit fs,min = 10fBW is also applied. To be able to practically

simulate the ring oscillator and to restrict the VCO area, the number of delay cells Nϕ is limited

to 32. These restrictions already places an important maximum on the achievable SQNR: based

on equation 1.15, the SQNR for a 40MHz bandwidth is limited to 85.4 dB.

The optimization of the power consumption is based on a combination of iterations and calcu-

lations, using the simulated results presented in earlier sections. The values presented in graphs

and data are extrapolated through their derived relations to the different parameters. At the

same time, care is taken to avoid iterating over some irrelevant points, leading to a fast result.

The first step is therefore to use the presented limit on the SQNR: this allows us to identify
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the combinations of Nϕ and ftune for which the SQNR exceeds the desired SNR, when fs is set

to its maximal value. Nϕ now only has a small number of possible values left and becomes the

first iteration variable. For each Nϕ, the minimal value of ftune makes it possible to iterate over

fVCO,min up to a value of fmax−ftune and fVCO,max which is greater than fVCO,min+ftune. This

step is described as line 2 in algorithm 1.

Algorithm 1 Optimization of power consumption based on data and given specifications

Specifications: SNRtarget,HD3target, fBW

1: fring, Iring, Vtune, SVring(f), fc, Pdig,0, ...← data

2: for Nϕ, fVCO,max, fVCO,min : SQNR(Nϕ, fVCO,max, fVCO,min, fs,max) > SNRtarget do

3: determine Rconn,0, Rgnd,0 ▷ Equation 4.3

4: determine curve of Vin against fring ▷ Equation 4.3 and figure 4.4

5: determine HD3 ▷ Equations 4.8 and 4.9

6: if HD3 < HD3target then

7: determine V 2
n,in,T,0 ▷ Equations 4.11-4.13

8: determine Wn,min and Wn,max ▷ Equations 4.14 - 4.20

9: for Wn multiple of 100 nm in [Wn,min,Wn,max] do ▷ vectorized calculation

10: determine fs ▷ Equation 4.14

11: determine Ptot ▷ Equation 4.21-4.24

12: if Ptot < Ptot,min then

13: Ptot,min ← Ptot

14: store all variables

15: end if

16: end for

17: end if

18: end for

4.7.2 VCO Frequency Characteristic and Distortion

At this point, the previously presented data are needed. The curves in figure 4.4 give a set of

points (fring, Vtune, Iring) for Nϕ,0 = 16 and Wn,0 = 3200 nm. The parameterized sets of points

(fringNϕ,0/Nϕ, Vtune, IringWn/Wn,0) are therefore obtained. Using these points for fVCO,min and

fVCO,max gives us the corresponding value of Vtune and Iring at the maximum and minimum

values of Vin. Plugging these into equation 4.3, Rconn,0 and Rgnd,0 are obtained at a width of

Wn,0 = 3200 nm. These quantities will be inversely proportional to the width of the NMOS

transistor, as can be seen from equation 4.3. Expressing all quantities at the original width Wn,0

allows us to apply impedance scaling when the noise is calculated, to trade-off SNRin,T against

the SQNR. Using the linear section between the endpoints of the tuning range on the curve of

Iring vs. Vring, a good estimation for the value of gring,0 is obtained.

Using Rconn,0 and Rgnd,0 then allows us to determine the value of Vin at every point of the used

section of the I-V curve of the ring, marked in figure 4.7, by expressing equation 4.3 in function
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of Vin. It can be seen that all dependencies on Wn drop out of this equation: we derive a curve

of Vin against fVCO = fring, independent of Wn. The notation fVCO indicates the section of the

curve of fring in function of Vin which can be accessed by tuning. This input-output curve of

the VCO with its tuning circuit will determine the linearity of the VCO-ADC.

The linearity of the VCO-ADC is important as it determines the HD3, one of the specifications.

The value of HD3 is estimated by assuming that fVCO can be expressed as a polynomial function

of Vin around its midpoint, so in function of ∆Vin = Vin − Vdd/2. This is shown in equation 4.7,

with the terms higher than fourth order grouped in the last term.

fVCO = α0 + α1∆Vin + α2∆V 2
in + α3∆V 3

in + α4∆V 4
in +O(∆V 5

in) (4.7)

We are only interested in the values of α1 and α3, odd terms of the polynomial fVCO. To estimate

these values, the first and third order Legendre polynomial L1 and L3 are used. The function

fVCO is rescaled to the domain [−1, 1], multiplied by the polynomial, and integrated over its

domain. This gives the coefficients a1 and a3, which can be used to express an estimation of the

polynomial function, f̂VCO,odd, shown in equation 4.8.

f̂VCO,odd = a1L1

(
2∆Vin

Vdd

)
+ a3L3

(
2∆Vin

Vdd

)

= a1
2∆Vin

Vdd
− a3

3

2

2∆Vin

Vdd
+ a3

5

2

(
2∆Vin

Vdd

)3

= α̂1∆Vin + α̂3∆V 3
in

(4.8)

It is clear by observing the second and third line of equation 4.8 that α̂3 and α̂3 can be calculated

from the values of a1 and a3. The response to a sine wave input of the VCO, ∆Vin = Vdd/2 sinωt

in f̂VCO,odd, can be used to determine the ratio of the magnitude of the third harmonic to the

fundamental frequency. This is calculated as HD3 in equation 4.9. When the HD3 is higher

than the desired value, the current selection of iteration variables cannot lead to a successful

design and the next iteration point is considered, as shown by line 5 and 6 in algorithm 1.

HD3 =

∣∣∣∣∣
1
4(Vdd/2)

2α̂3

α̂1 +
3
4(Vdd/2)2α̂3

∣∣∣∣∣ (4.9)

4.7.3 Impedance Scaling and SNR

Besides a specification on the maximal HD3, a minimal value for SNR is also specified. As

equation 4.10 shows, the SNR increases if either the input-referred thermal SNR or the SQNR

increases. By impedance scaling, the value of SNRin,T is proportional to Wn. The SQNR is

proportional to fs, as shown in section 1.5. These two design variables which are yet undeter-

mined can therefore be linked. Wn can only take discrete values as it is sized as a multiple of

the minimal finger width 100 nm. Therefore, fs can be expressed in function of Wn based on

the desired SNR. The power will be minimized for a vector of values for Wn within an upper
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and lower bound Wn,min and Wn,max. To determine these bounds, the thermal noise will first

be calculated for the reference case of Wn,0.

1

SNR
=

1

SQNR
+

1

SNRin,T
(4.10)

In section 4.3, the thermal noise at the input of the VCO-ADC was derived. Equation 4.4

expresses how the noise density from the ring oscillator is transformed by the tuning circuit,

referring to equation 4.1 and 4.2. This allows us to determine the following proportionalities

for the white noise density from the ring (equation 4.11), 1/f -noise density (equation 4.12), and

white noise density from the resistors (equation 4.13).

SVin,ring,w(f) ∝
1

gring

(
Rconn +Rgnd

Rgnd

)2

(4.11)

SVin,1/f,w
(f) ∝ 1

WnNϕ

(
Rconn +Rgnd

Rgnd

)2 1

f
(4.12)

SVin,R,w
(f) ∝ Rconn +

R2
conn

Rgnd
(4.13)

The known values in 4.5 and the value of the Boltzmann constant allow us to determine these

noise spectral densities S0(f) at our obtained values of Rconn,0, Rgnd,0, gring,0 and Nϕ. To inte-

grate this over the bandwidth, a minimal bandwidth value fBW,min is required for the 1/f -noise

as an input of the algorithm. fBW,min is set to 10 kHz for all further calculations. Integrating

and adding the different noise sources gives us the square of thermal noise voltage, denoted as

V 2
n,in,T,0. The ratios fs/fs,max and Wn/Wn,0 can be related through equation 4.14 using the

specified SNRtarget.

fs,max

SQNRmaxfs
=

1

SNRtarget
−

V 2
n,in,T,0Wn,0

1
2(Vdd/2)2Wn

(4.14)

Setting fs = fs,max gives a lower bound Wn,L on the transistor width in equation 4.15. This

lower bound is always valid as the values of fVCO,min, fVCO,max, and Nϕ in the current iteration

are set to have SQNRmax > SNRtarget. The width of the NMOS transistors also affects the

mismatch performance, as discussed in [22]. Therefore, a minimal width of 800 nm is required.

The highest of these lower bounds will be set as lower bound on Wn, as shown in 4.16.

Wn,L =
SNRtargetSQNRmax

SQNRmax − SNRtarget

V 2
n,in,T,0Wn,0

1
2(Vdd/2)2

(4.15)

Wn,min = max

(
800 nm, 100 nm

⌈
Wn,L

100 nm

⌉)
(4.16)

To determine an upper bound on Wn, two cases can be distinguished. If the minimal sam-

pling frequency fs,min achieves an SQNR larger than the required SNR, an upper bound Wn,U1

is calculated from fs,min using equation 4.17. A different upper bound is found by consid-

ering that the value of Wn can go to infinity while fs decreases asymptotically to fs,∞ =
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fs,maxSNRtarget/SQNRmax. With this value, a maximal Nb,c,max can be associated, calculated

as Nb,c,max = ⌈log2(fVCO,max/fs,∞)⌉, based on equation 1.17. When the total power is written

down and Nb,c is replaced by Nb,c,max, this is a linear function of fs and Wn and can be expressed

as in equation 4.18. Equation 4.14 can be used to replace fs by a rational function of Wn as in

the second part of equation 4.18. For this equation, the minimum can be analytically expressed

This entire upper bound on the power calculation is now expressed as a function of Wn.

Wn,U1 =
SNRtargetSQNRmaxfs,min

SQNRmaxfs,min − SNRtargetfs,max

V 2
n,in,T,0Wn,0

1
2(Vdd/2)2

(4.17)

Ptot = Psfs + PWWn + P0

= Ps

1
2(Vdd/2)

2fs,maxSNRWn

1
2(Vdd/2)2SQNRmaxWn − V 2

n,in,T,0Wn,0SQNRmaxSNR
+ PWWn + P0

(4.18)

The value of Wn at which this function reaches a minimum is found by differentiation and

expressed as Wn,upper in equation 4.19. The actual optimal value Wn,opt is always less than or

equal to this value since the value of Ps is lower for other Nb,c. Beyond the upper bound in 4.19,

the power will always increase. Therefore, the first multiple of 100 nm larger than the bound is

the final point of Wn considered in the calculation. If this is lower than the lower bound given by

fs,max, only the value of the lower bound is considered, as summarized in 4.20. In algorithm 1,

the calculations above are mentioned in line 8 and 9.

Wn,opt ≤Wn,U2 = SNR

√
Psfs,maxV 2

n,in,T,0Wn,0

PWSQNRmax
1
2(Vdd/2)2

+ SNR
V 2
n,in,T,0Wn,0

1
2(Vdd/2)2

(4.19)

Wn,max =




max

(
Wn,min,min

(
100 nm

⌊
Wn,U1

100 nm

⌋
, 100 nm

⌈
Wn,U2

100 nm

⌉))
if Wn,U1 > 0 nm

max
(
Wn,min, 100 nm

⌈
Wn,U2

100 nm

⌉)
if Wn,U1 < 0 nm

(4.20)

4.7.4 Power calculation

For the selected values of Wn, the values of fs, Imax, Imin, and Nb,c can be calculated. The

total power consumption can then be calculated in function of these and the other identified

parameters, by adding the power consumption of each block together. The power of each block

is estimated by the equations shown below, which also lead to he values of Ps and PW shown

above. Equation 4.21 shows the power consumption of the ring oscillator, which is related to its

average current. The power of the coarse counter is related to Vtune,max, fVCO,max and fVCO,max

as shown in equation 4.6, repeated below as equation 4.22 for both the low and high tuning

voltage case. The power consumption of the sense amplifiers is proportional to the sampling

frequency and to the number of sense amplifiers, Nϕ+2Nb,c, as seen in 4.23. Finally, the digital

circuit is estimated in 4.24 to consume a power which is proportional to fs as well as Nb,c+Nb,ϕ.

Pring = Vdd
Imax + Imin

2
(4.21)
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PCC =




Vdd

(
GL,CCVtune,max + 2QT,CC

fVCO,max+fVCO,min

2

)
if Vtune,max ≤ 400mV

Vdd

(
GL,buffVtune,max + (QT,buff + 2QT,CC,buff)

fVCO,max+fVCO,min

2

)
if Vtune,max > 400mV

(4.22)

PSA = VddQT,SA(Nϕ + 2Nb,c)fs (4.23)

Pdig = VddPdig,0
fs
fs,0

Nb,c +Nb,ϕ

Nb,0
(4.24)

The power is calculated over the vector of possible values for Wn and resulting parameters. The

point with the lowest power is selected and compared to the overall lowest power. If the power

consumption at the current iteration is lower than at all earlier iterations, the design variables

and results are stored as stated on line 14 of algorithm 1. After iterating over all combinations

of Nϕ, fVCO,max, and fVCO,min, the algorithm has determined the minimal power consumption.

A selection of input specifications and design parameters is shown in table 4.6, and a selection

of relevant estimated variables in table 4.7.

fBW [MHz] SNR [dB] HD3 [dB] Wn [nm] Rconn [Ω] Rgnd [Ω] Nϕ fs [GHz]

40 76 -40 800 495 765 32 1.387

40 76 -60 1700 206 140 32 1.49

40 76 -30 800 514 1167 16 1.43

40 80 -40 1100 81 82 32 1.49

40 80 -30 800 144 273 32 1.49

40 60 -40 800 3969 5569 16 0.32

40 60 -60 800 5455 5473 8 0.56

40 60 -30 800 3748 6312 16 0.31

Table 4.6: Specifications and resulting optimal design parameters

fBW [MHz] SNR [dB] HD3 [dB] Ptot [mW] fVCO,max [GHz] fVCO,min [GHz] Nb,c

40 76 -40 0.888 4.360 0.536 2

40 76 -60 2.366 5.53 2.28 2

40 76 -30 0.789 8.00 0.54 3

40 80 -40 2.426 7.88 1.82 3

40 80 -30 1.472 6.90 0.37 3

40 60 -40 0.221 2.49 0.58 3

40 60 -60 0.241 4.43 1.48 3

40 60 -30 0.216 2.47 0.54 3

Table 4.7: Specifications and resulting estimated variables
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The examples in table 4.6 show that the sizing is optimized carefully by considering changes

in all of the parameters selecting their values to minimize the power consumption. Typically,

the lowest possible width to meet certain specifications is chosen, as the power consumption of

the VCO is larger than the power consumption of the other blocks. As expected, the power

consumption rises when the requirements become more stringent. A higher requirement for the

SNR requires a wider VCO tuning range and therefore the resistor values are decreased. A

stricter specification for HD3 forces the VCO frequency to higher values, where the curve of Vin

against fVCO is more linear. Sometimes, the specifications cannot be met: this was the case

when it was attempted to design a VCO with an SNR of 80 dB and a HD3 of −60 dB. Despite

the theoretical maximal SQNR of 85.4 dB, the requirement for HD3 reduces the range of ftune

and therefore also the maximal SQNR.

The algorithm presented above extends the algorithm of [2], but only for the case of the coarse-

fine VCO-ADC. Whereas the different types of noise are treated separately in the original paper,

algorithm 1 combines these to meet the SNR for optimal power consumption, using the trade-off

between Wn and fs. The linearity of the ring oscillator VCO and its tuning circuit are also taken

into account. Note that the power consumption presented here is calculated based on the data

about different circuits. This can make the resulting estimated power more accurate but the

conclusions strongly depend on the design of the different circuits and may therefore change as

circuits improve. It is attempted to provide freedom to the designer by implementing the values

extracted from simulations as parameters in the algorithm, allowing an adaptability to different

implementations of the coarse-fine VCO-ADCs building blocks.



Chapter 5

Results

5.1 Single-Ended VCO-ADC performance

The algorithm developed in section 4.7 and our understanding of the different circuit allows

us to simulate a transistor level design for the VCO-ADC. It can then be checked whether the

estimated performance by the algorithm is correct. The design is done for a VCO-ADC with a

bandwidth of 40GHz. The minimal SNR of this VCO is 76 dB and the third harmonic has to

be more than 40 dB below the carrier. Table 5.1 shows an extensive selection of results obtained

from running the design algorithm with these specifications. The results are grouped, showing

the specifications, design variables, ring characteristics, the specifications, and the power con-

sumption. The last three tables are therefore estimations of the actual characteristics, and the

values obtained in simulations will be compared to this.

fBW fBW,min SNRtarget HD3target

40MHz 100 kHz 76 dB −40 dB

fs Wn Rconn Rgnd Nϕ Nb,c

1.387GHz 800 nm 495Ω 765Ω 32 2

fVCO,max fVCO,min Vtune,max Vtune,min IVCO,max IVCO,min

4.360GHz 0.536GHz 571mV 346mV 1.149mA 0.081mA

SQNR SNRin,T SNR HD3

78.69 dB 79.35 dB 76.00 dB −40.00 dB

PVCO PCC PSA Pdig Ptot

554 µW 45 µW 85 µW 204 µW 888 µW

Table 5.1: Relevant results of running the algorithm with the given specifications.
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The circuit is simulated in a transient simulation both with and without thermal noise. This

allows us to first check the specifications on the SQNR and the HD3, and then determine whether

the thermal noise constraints and overall SNR are met. Figure 5.1 shows a plot of the frequency

spectrum calculated by FFT for the simulation without thermal noise. In this case, the single-

ended VCO-ADC is simulated to check whether the simulations agree with estimated values by

the algorithm. Since it will be applied in a pseudo-differential configuration, we are interested

in the value of HD3 and the second harmonic is therefore ignored.
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Figure 5.1: Output spectrum of the single-ended VCO-ADC without thermal noise

The resulting spectrum in figure 5.1 shows the expected properties of a VCO-ADC. The noise

is shaped with a slope of 20 dB/decade, and since there is no thermal noise this shaping con-

tinues until the lowest frequency bin of 100 kHz. The total noise which is in the band below

40MHz leads to an SQNR of 78.34 dB, which is only marginally lower than expected from the

calculation in the algorithm. Besides the noise, the FFT also shows a non-ideality in the form of

peaks at the harmonics of fin, due to the non-linearity of the VCO-ADC. Both the second and

third harmonic are in the bandwidth of the signal and will therefore cause distortion. The third

harmonic distortion was found to equal −37.09 dB, almost 3 dB higher and therefore worse than

predicted by the algorithm.

When this transient simulation is adapted and thermal noise is added, the spectrum of figure 5.2

is obtained. A clear difference between this spectrum and the spectrum of figure 5.1 can be

observed: at a frequency of 10MHz, the noise level in the plot remains approximately constant.

This is due to the white input-referred thermal noise, which unlike the quantization noise is not

affected by noise shaping. The addition of thermal noise increases the total noise and therefore

reduces the SNR to 76.52 dB. The SNR and the SQNR determined in figure 5.1 can be used to
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determine the value of the ratio of the signal to the input-referred thermal noise SNRin,T based

on euqation 4.10. The noise density of the white thermal noise SVin,T is obtained from this value.

The SNRin,T is higher than expected at 81.17 dB, which is good as this counteracts the lower-

than-expected SQNR. This may be due to the factor ΓZ in equation 4.1 which was neglected

in calculations but takes a value between 0.5 and 1, and therefore would reduce the white noise

density. The value of SVin,T observed in these simulations is indeed lower than predicted at

−167.13 dBV/
√
Hz, which leads to a noise power per bin of −107.19 dB, in accordance with

the noise floor in figure 5.2. The corner frequency is predicted to be at 415MHz, but a longer

simulation would be necessary to determine the corner frequency since the 1/f -noise is not

visible in this figure.
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Figure 5.2: Output spectrum of the single-ended VCO-ADC with thermal noise

fVCO,max fVCO,min Vtune,max Vtune,min IVCO,max IVCO,min

4.314GHz 0.543GHz 572mV 346mV 1.160mA 0.078mA

SQNR SNRin,T SNR HD3

78.34 dB 81.17 dB 76.52 dB −37.09 dB

PVCO PCC PSA Pdig Ptot

519 µW 38 µW 99 µW 232 µW 888 µW

Table 5.2: Relevant simulation results with given specifications and sizing
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The results of both simulations have been summarized in table 5.2. The table shows only the

values extracted from simulations, the design variables and specifications remain the same as

in table 5.1. In general, the results agree well with the predicted values from simulation, with

the most significant difference being the HD3. the power consumption of the different blocks is

also shown in this table. There are some differences between the predicted and simulated power

consumption in the different blocks, but the total power consumption matches the predictions

exceptionally well.

5.2 Pseudo-Differential Operation and Calibration

While the performance of the SNR is clearly met, the in-band second and third harmonic cause

a significant distortion which affects the SNDR of the VCO-ADC. This SNDR is only 33.95 dB.

Two steps are taken to lower the distortion level: a pseudo-differential configuration for the

VCO-ADC removes the even-order terms, and the digital output is calibrated to significantly

reduce the power in the odd harmonics. Both of these methods are common to linearize the

VCO-ADC as described in [23]. Figure 5.3 shows how the pseudo-differential operation and

calibration are implemented using two designed VCO-ADCs.

+
−

− +

Vin Vdd/2

∆Vin

−∆Vin

VCO-ADC

VCO-ADC

−
+

Digital
Calibration

Dout
Dout,calib

Figure 5.3: Pseudo-differential operation and digital calibration of the VCO-ADC

The effect of the pseudo-differential operation can be understood by writing the input of the

calibration block in function of the input signal Vin. Using the non-linear expression fV CO(∆Vin)

from section 4.7, the value of Dout can be written as in equation 5.1.

Dout =
2Nϕ(fVCO(∆Vin)− fVCO(−∆Vin))

fs
+N+ −N− (5.1)

The terms N+ and N− indicate the noise on this digital signal. Using the polynomial expression

of equation 4.7, it can immediately be seen that the even terms of the digital output signal

are removed from this equation. The amplitude of the odd signal terms is doubled. This is

expected to increase the SNR by 3 dB, as the noise is assumed to be uncorrelated and therefore

its expected amplitude increases by a factor
√
2. Note that this increase in SNR also comes at

a cost of doubling the power consumption.

Due to the pseudo-differential operation, the peak in the spectrum at the second, fourth, and

other even harmonics is reduced to below the noise level, as visible in figure 5.4. The resulting

SNR increases slightly more than expected, to 80.34 dB. HD3 remains the same at 37.09 dB.
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As the third harmonic is the only remaining in-band harmonic and distortion remains dominant

over the noise power, the resulting SNDR equals the value of HD3.

The third order harmonic still adds a significant distortion to the signal. To remove this distor-

tion, the output is digitally calibrated. A seventh-order polynomial fit is applied to describe the

distortion in function of the linear value, removing both the third, fifth, and seventh harmonic

peak. The distortion is calculated for each input value in the time domain and subtracted from

the original value. This operation can be written as in 5.2, where the distortion is estimated by

the polynomial function fD.

Dout,calib = Dout − fD(Dout) (5.2)
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Figure 5.4: Output spectrum of the pseudo-differentially operated VCO-ADC

Calibration has a significant effect on the SNDR: the third harmonic distortion is improved to

−76.50 dB, which increases the SNDR to 74.86 dB. The SNR is slightly decreased to 79.80 dB,

due to the stretching of some quantization values by applying calibration. The total power

consumption is slightly higher than double the power consumption of the single VCO-ADC,

as a difference block and a register are added, leading to a power consumption of 1.862mW

The achieved SNDR of 74.86 dB for a design which consumes a power of 1.862mW and has

a 40MHz bandwidth would lead to a Schreier figure-of-merit, FOMS, of 178.18 dB, calculated

as in equation 5.3. A comparison with the state-of-the art in table 5.3 shows that this design

can be very competitive, even if the performance is expected to decrease slightly for an on-chip

implementation.

FOMS = SNDR+ 10 log
BW

P
(5.3)
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This work [24] [25] [26] [27] [28]

Technology [nm] 28 65 28 65 65 28

Digital friendly yes yes yes yes yes no

Samp. Rate [GS/s] 1.39 4 2 0.3 1.6 6

BW [MHz] 40 200 40 30 10 120

Power [mW] 1.86 19.7∗∗ 17.5∗∗ 11.4 3.7 108.8∗∗

SNR [dB] 79.8 62 - - 66.2 -

SNDR [dB] 74.9 60.1 76.2 64 65.7 72.3

FOMS [dB] 178.2 162.2 169.8 158.2 160.0 162.7

a **: not including digital core power consumption

Table 5.3: Comparison with the state-of-the-art VCO-ADCs and a recent delta-sigma modulator
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Figure 5.5: Output spectrum of the VCO-ADC after calibration

5.3 Effect of VCO Layout

When exploring the different circuits in chapter 4, it was observed that the performance of the

VCO is crucial. The ring oscillator both consumes the largest power of all the different building

blocks, and the speed of the delay cells is also crucial to the SQNR as this is proportional to

(Nϕftune)
2. Finally, the noise of the VCO and its tuning circuit dominates the input-referred

thermal noise.

To produce the VCO-ADC as an integrated circuit, a layout for the designed circuits should

also be made. Since the VCO is crucial to the performance, a layout for a delay cell of another

VCO was adapted to the sizing of this delay cell. The layout is shown for the poly and lower
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metal layers in figure 5.6. This layout has been used to test some parameters which were

crucial in the sizing algorithm. A noiseless transient simulation of the single-ended VCO-ADC

is performed, using the full parasitic extraction (resistance and all capacitances) of the layout

instead of the transistor-level schematic for the delay cell. Table 5.4 shows the resulting relevant

VCO parameters, performance, and power consumption.

Figure 5.6: Layout of the delay cell

fVCO,max fVCO,min Vtune,max Vtune,min IVCO,max IVCO,min

2.116GHz 0.248GHz 569mV 328mV 1.109mA 0.067mA

SQNR HD3

71.65 dB −36.10 dB

PVCO PCC PSA Pdig Ptot

489 µW 25 µW 100 µW 232 µW 846 µW

Table 5.4: Ring oscillator characteristics for delay cells after layout



5.3 Effect of VCO Layout 67

The effect of the layout is immediately clear: due to the parasitic effects, the VCO frequency

is more than halved. The current consumption in the VCO remains approximately the same,

as does the tuning voltage. This means that the SQNR decreases by almost 6 dB compared to

the SQNR of the single-ended VCO in figure 5.1, as the amplitude of the ADC output approx-

imately halves. Since the current consumption does not change, the total power consumption

also remains approximately the same. Only PCC changes significantly due to the lower VCO

frequency, but this is only a small part of the total power consumption. The SQNR and the

HD3 are also shown in the spectrum in figure 5.7. The VCO-ADC is simulated over a shorter

time, leading to less frequency bins in the FFT. The decrease in SQNR is clearly marked in this

figure. The HD3 has also worsened slightly, probably due to a small shift in the curve of fVCO

in function of Vin.
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Figure 5.7: Output spectrum of the single-ended VCO-ADC, noiseless, layout of delay cell

It would be interesting if the effect of layout on the parameters could be included in the algo-

rithm of section 4.7. It was derived in [8] that the frequency of the ring oscillator is inversely

proportional to the load capacitance on the nodes after each delay cell. If we assume that the

parasitic effects are mainly capacitive, an estimation of the load capacitance relative to the

parasitic capacitors in the schematic for a certain width can be done. A factor which decreases

the frequency in function of the width can therefore be determined. Further research should

determine how this factor depends approximately on Wn and how this can be included in the

algorithm.



Chapter 6

Conclusion

6.1 Conclusion

This thesis presents a successful design of a coarse-fine VCO-ADC based on a given set of speci-

fications, and an algorithm to achieve these specifications at a minimal power consumption. The

algorithm is based on an extrapolation of important simulated characteristics of the individual

building blocks that define the circuit in function of well-chosen sizing parameters. It therefore

extends the power estimation and optimization presented in [2] for a coarse-fine VCO-ADC de-

sign while also taking input-referred noise and non-linearity into account. The resulting design is

power-efficient, consuming only 1.862mW for an SNDR of 74.86 dB and a bandwidth of 40MHz.

This results in a FOMS of 178.18 dB, comparing favorably to the state-of-the-art.

To obtain the necessary building blocks and characteristics of the different circuits, a top-down

approach was taken. Initially, a system-level model was constructed in Simulink and the pre-

dicted SQNR using different models and its simulated value was compared. This also verified

the correct operation of a simple decoding algorithm to obtain the correct ADC output value

from the different bits of the coarse and fine counters. Asynchrony between the coarse and fine

counters was identified as a crucial imperfection in a circuit compared to the ideal that could

lead to a strongly reduced performance of the VCO-ADC, as was shown by a simple model and

through simulations.

The double coarse counter was suggested as a solution to mitigate the issue of asynchrony. While

counting on both edges of the first fine counter phase indeed provides the coarse counter with

some time to calculate the next value, the timing constraints introduced by the simple double

coarse counter limit the available VCO frequency. A solution is obtained by carefully connecting

the different flipflops that make up a double asynchronous counter, thereby designing a double

connected asynchronous counter which feeds the ripple through to one of the flipflops which

determine the next bit in the counter. The identification of the connected double coarse counter

also allows us to design a more power-efficient coarse counter compared to previous designs,

using gated NAND-latches.

68
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Besides the coarse counter, the other building blocks are also closely examined. The behaviour

of the ring oscillator VCO is thoroughly described in [8] and the tuning circuit in [19]. A simple

buffer circuit was designed to be able to operate the coarse counter a high Vtune, at which the

VCO consumes a lower power. The StrongARM sense amplifier and an efficient digital circuit

were implemented to sample and decode the coarse and fine counter values. Most of the cir-

cuits were already sized, often minimally to take advantage of the digital-friendly technology

and reduce power consumption. The remaining five design variables are sized to achieve the

specifications at a minimal power consumption, by iterating over design points within carefully

selected bounds. The algorithm therefore allows us to set specifications and provide data about

the different circuits which is then used to determine a design with a minimal power consumption.

The algorithm was applied to design a coarse-fine VCO-ADC with a bandwidth of 40MHz for

an SNR of 76 dB and HD3 of −40 dB. The resulting design met the specification for SNR

but did not exactly reach the desired value for HD3, having a linearity of −37.09 dB. Using

pseudo-differential operation of the VCO-ADC and digital calibration, an SNDR of 74.86 dB

was obtained leading to a FOMS of 178.18 dB.

6.2 Future Work

The current design of the coarse-fine VCO-ADC implements an coarse-fine VCO-ADC up to cir-

cuit level. This is an important step towards a finished chip design, but there are some important

further steps. A short exploration of the effect of implementing the VCO on a layout level was

done in section 5.3. It is clear from this that the VCO layout will have a significant impact

on the overall design. Preferably, the algorithm should take the effect of the VCO layout into

account, immediately producing an estimation for both the performance before and after layout.

Additionally, a finished chip requires the other circuits to also be transferred from a schematic to

a layout. It will be interesting to see if this has any impact on the performance of the VCO-ADC.

The algorithm predicts the obtained SNR very well but the linearity is not as good as predicted,

leading to a higher HD3 in simulation. The designer could take this into account by setting a

margin on the desired HD3 value, but it would be preferred if the calculation could be done

more accurately or a smart margin decided by the algorithm. Another aspect that could be

tested for the current design and implemented in the algorithm is the effect of mismatch on the

performance. This may place another significant lower bound on the NMOS width Wn when

optimizing the power consumption, increasing the required current in the ring oscillator.

Finally, it must be noted that the performance of the current design is always limited by the

maximal achievable SQNR of 85.4 dB, and the requirements on the HD3 even make this upper

limit slightly lower. To improve the performance, a faster circuit which can achieve a higher

fVCO,max or fs can be designed. Another interesting option is to implement a coarse-fine VCO-

ADC with a higher noise-shaping order, thereby decreasing the in-band quantization noise.



Appendix A

Simulink Model

The simulink model which simulates the VCO on a system level is shown hierarchically below.

The top level in figure A.1 shows the input and clock signal which control the VCO. Figure A.2

contains the full actual VCO-ADC. Figure A.3 and figure A.4 implement the VCO. The phase

is calculated in figure A.3, the difference between the phases is added between these two parts

and the square wave is then generated in figure A.4. The readout of phase 0 is shown in figure

A.5, including both the coarse and the fine counter. The other phases are read out by the fine

counter implemented in figure A.6.

Figure A.1: Top level/testbench of the Simulink model
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Figure A.2: VCO-ADC in Simulink model
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Figure A.3: VCO part 1 in Simulink model

Figure A.4: VCO part 2 in Simulink model

Figure A.5: VCO phase 0 readout in Simulink model
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Figure A.6: Other VCO phases readout in Simulink model



Appendix B

Digital Verilog Code

B.1 Pseudo-Differential Implementation

The code below implements the digital circuit discussed in section 4.6 for a VCO-ADC with 32

phases and 2 coarse bits. It is also implemented as a hierarchy of the different blocks. The top

level combines the block of figure 4.12 twice, together with a difference operation and a register.

This achieves the desired digital circuit for the pseudo-differential implementation.

1 // Verilog HDL for "CoarseFineQSD_VCOADC",

2 // "Double_decoding_difference_block_32_2" "functional"

3

4

5 module Double_decoding_difference_block_32_2

6 // Parameter definitions

7 #( parameter N_coarse = 2, // Number of register bits

8 parameter N_fine = 6,

9 parameter N_phi = 32

10 )

11 // Port definition

12 ( // Inputs

13 input [0:N_phi -1] phasesplus , // VCO output phases

14 input [0: N_coarse -1] CoarseAplus , // Coarse counter A bits

15 input [0: N_coarse -1] CoarseBplus , // Coarse counter B bits

16 input [0:N_phi -1] phasesminus , // VCO output phases

17 input [0: N_coarse -1] CoarseAminus , // Coarse counter A bits

18 input [0: N_coarse -1] CoarseBminus , // Coarse counter B bits

19 input clk , rst ,

20 // Outputs

21 output reg [N_coarse+N_fine -1:0] reg4out

22 );

23 wire [N_coarse+N_fine -1:0] reg3outplus;

24 wire [N_coarse+N_fine -1:0] reg3outminus;

25 wire [N_coarse+N_fine -1:0] reg4in;

26

27 Decoding_Difference_block_32_2 Decdiffplus(

28 .phases (phasesplus),

74
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29 .CoarseA (CoarseAplus),

30 .CoarseB (CoarseBplus),

31 .clk (clk),

32 .rst (rst),

33 .reg3out (reg3outplus));

34

35 Decoding_Difference_block_32_2 Decdiffminus(

36 .phases (phasesminus),

37 .CoarseA (CoarseAminus),

38 .CoarseB (CoarseBminus),

39 .clk (clk),

40 .rst (rst),

41 .reg3out (reg3outminus));

42

43 Difference diff(

44 .minuend (reg3outplus),

45 .subtrahend (reg3outminus),

46 .difference (reg4in));

47

48 Register reg4(

49 .reg_in (reg4in),

50 .clk (clk),

51 .rst (rst),

52 .reg_out (reg4out));

53 endmodule

B.2 Decoding and Difference Block

The decoding and difference block implements the circuit of figure 4.12, and consists of the same

blocks as shown in this figure.

1 // Verilog HDL for "CoarseFineQSD_VCOADC",

2 // "Decoding_Difference_block" "functional"

3

4

5 module Decoding_Difference_block_32_2

6 // Parameter definitions

7 #(

8 parameter N_coarse = 2, // Number of register bits

9 parameter N_fine = 6,

10 parameter N_phi = 32

11 )

12 // Port definition

13 (

14 // Inputs

15 input [0:N_phi -1] phases , // VCO output phases

16 input [0: N_coarse -1] CoarseA , // Coarse counter A bits

17 input [0: N_coarse -1] CoarseB , // Coarse counter B bits

18 input clk , rst ,

19 // Outputs

20 output reg [N_coarse+N_fine -1:0] reg3out
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21 );

22

23 wire [N_fine -1:0] reg1in_fine;

24 wire [N_coarse -1:0] reg1in_coarse;

25 wire [N_coarse+N_fine -1:0] reg1out;

26 wire [N_coarse+N_fine -1:0] reg2out;

27 wire [N_coarse+N_fine -1:0] reg3in;

28

29 J2B_LUT_32 J2B32(

30 .phases (phases),

31 .bits_fine (reg1in_fine));

32

33 CoarseCount_dec_2 CCdec2(

34 .Fine0 (phases [0]),

35 .CoarseA (CoarseA),

36 .CoarseB (CoarseB),

37 .bits_coarse (reg1in_coarse));

38

39 Register reg1(

40 .reg_in ({ reg1in_coarse ,reg1in_fine }),

41 .clk (clk),

42 .rst (rst),

43 .reg_out (reg1out));

44

45 Register reg2(

46 .reg_in (reg1out),

47 .clk (clk),

48 .rst (rst),

49 .reg_out (reg2out));

50

51 Difference diff(

52 .minuend (reg1out),

53 .subtrahend (reg2out),

54 .difference (reg3in));

55

56 Register reg3(

57 .reg_in (reg3in),

58 .clk (clk),

59 .rst (rst),

60 .reg_out (reg3out));

61 endmodule

B.3 Fine Counter Decoder

The sampled phases are decoded using a lookup table which includes a default case followed

by the 64 relevant cases which can occur in the fine counter.

1 // Verilog HDL for "CoarseFineQSD_VCOADC", "J2B_LUT_32" "functional"

2

3 module J2B_LUT_32

4 // Parameter definitions
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5 #(

6 parameter N_phi = 32, // Number of delay cells

7 parameter N_fine = 6 // = ceil(log2(N_phi))+1, output bits

8 )

9 // Port definition

10 (

11 // Inputs

12 input [0:N_phi -1] phases , // VCO phases after sampling

13 // Outputs

14 output reg [N_fine -1:0] bits_fine // Output bits

15 );

16

17 always @ (phases) begin

18 case (phases)

19 // Lowest priority default case creates a combinatorial circuit

20 default : bits_fine = 5’bXXXXX;

21

22 //If first counter low , Coarse counter A is used

23 // Counter A is 1 count ahead of counter B so count continues

24 //when fine counter resets to 0

25 32’ b01111111111111111111111111111111 : bits_fine = 6’d0;

26 32’ b00111111111111111111111111111111 : bits_fine = 6’d1;

27 32’ b00011111111111111111111111111111 : bits_fine = 6’d2;

28 32’ b00001111111111111111111111111111 : bits_fine = 6’d3;

29 32’ b00000111111111111111111111111111 : bits_fine = 6’d4;

30 32’ b00000011111111111111111111111111 : bits_fine = 6’d5;

31 32’ b00000001111111111111111111111111 : bits_fine = 6’d6;

32 32’ b00000000111111111111111111111111 : bits_fine = 6’d7;

33 32’ b00000000011111111111111111111111 : bits_fine = 6’d8;

34 32’ b00000000001111111111111111111111 : bits_fine = 6’d9;

35 32’ b00000000000111111111111111111111 : bits_fine = 6’d10;

36 32’ b00000000000011111111111111111111 : bits_fine = 6’d11;

37 32’ b00000000000001111111111111111111 : bits_fine = 6’d12;

38 32’ b00000000000000111111111111111111 : bits_fine = 6’d13;

39 32’ b00000000000000011111111111111111 : bits_fine = 6’d14;

40 32’ b00000000000000001111111111111111 : bits_fine = 6’d15;

41 32’ b00000000000000000111111111111111 : bits_fine = 6’d16;

42 32’ b00000000000000000011111111111111 : bits_fine = 6’d17;

43 32’ b00000000000000000001111111111111 : bits_fine = 6’d18;

44 32’ b00000000000000000000111111111111 : bits_fine = 6’d19;

45 32’ b00000000000000000000011111111111 : bits_fine = 6’d20;

46 32’ b00000000000000000000001111111111 : bits_fine = 6’d21;

47 32’ b00000000000000000000000111111111 : bits_fine = 6’d22;

48 32’ b00000000000000000000000011111111 : bits_fine = 6’d23;

49 32’ b00000000000000000000000001111111 : bits_fine = 6’d24;

50 32’ b00000000000000000000000000111111 : bits_fine = 6’d25;

51 32’ b00000000000000000000000000011111 : bits_fine = 6’d26;

52 32’ b00000000000000000000000000001111 : bits_fine = 6’d27;

53 32’ b00000000000000000000000000000111 : bits_fine = 6’d28;

54 32’ b00000000000000000000000000000011 : bits_fine = 6’d29;

55 32’ b00000000000000000000000000000001 : bits_fine = 6’d30;

56 32’ b00000000000000000000000000000000 : bits_fine = 6’d31;
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57 32’ b10000000000000000000000000000000 : bits_fine = 6’d32;

58 32’ b11000000000000000000000000000000 : bits_fine = 6’d33;

59 32’ b11100000000000000000000000000000 : bits_fine = 6’d34;

60 32’ b11110000000000000000000000000000 : bits_fine = 6’d35;

61 32’ b11111000000000000000000000000000 : bits_fine = 6’d36;

62 32’ b11111100000000000000000000000000 : bits_fine = 6’d37;

63 32’ b11111110000000000000000000000000 : bits_fine = 6’d38;

64 32’ b11111111000000000000000000000000 : bits_fine = 6’d39;

65 32’ b11111111100000000000000000000000 : bits_fine = 6’d40;

66 32’ b11111111110000000000000000000000 : bits_fine = 6’d41;

67 32’ b11111111111000000000000000000000 : bits_fine = 6’d42;

68 32’ b11111111111100000000000000000000 : bits_fine = 6’d43;

69 32’ b11111111111110000000000000000000 : bits_fine = 6’d44;

70 32’ b11111111111111000000000000000000 : bits_fine = 6’d45;

71 32’ b11111111111111100000000000000000 : bits_fine = 6’d46;

72 32’ b11111111111111110000000000000000 : bits_fine = 6’d47;

73 32’ b11111111111111111000000000000000 : bits_fine = 6’d48;

74 32’ b11111111111111111100000000000000 : bits_fine = 6’d49;

75 32’ b11111111111111111110000000000000 : bits_fine = 6’d50;

76 32’ b11111111111111111111000000000000 : bits_fine = 6’d51;

77 32’ b11111111111111111111100000000000 : bits_fine = 6’d52;

78 32’ b11111111111111111111110000000000 : bits_fine = 6’d53;

79 32’ b11111111111111111111111000000000 : bits_fine = 6’d54;

80 32’ b11111111111111111111111100000000 : bits_fine = 6’d55;

81 32’ b11111111111111111111111110000000 : bits_fine = 6’d56;

82 32’ b11111111111111111111111111000000 : bits_fine = 6’d57;

83 32’ b11111111111111111111111111100000 : bits_fine = 6’d58;

84 32’ b11111111111111111111111111110000 : bits_fine = 6’d59;

85 32’ b11111111111111111111111111111000 : bits_fine = 6’d60;

86 32’ b11111111111111111111111111111100 : bits_fine = 6’d61;

87 32’ b11111111111111111111111111111110 : bits_fine = 6’d62;

88 32’ b11111111111111111111111111111111 : bits_fine = 6’d63;

89 endcase

90 end

91 endmodule

B.4 Coarse Counter Decoder

Multiplexing in the coarse counter is implemented as individual case statements for each mul-

tiplexer.

1 // Verilog HDL for "CoarseFineQSD_VCOADC",

2 // "CoarseCount_dec" "functional"

3

4

5 module CoarseCount_dec_2 // Parameter definitions

6 #(

7 parameter N_coarse = 2 // Number of coarse count bits

8 )

9 // Port definition

10 (
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11 // Inputs

12 input [0: N_coarse -1] CoarseA , // CoarseCountA output

13 input [0: N_coarse -1] CoarseB , // CoarseCountB output

14 input Fine0 , // Fine counter phase 0

15 // Outputs

16 output reg [N_coarse -1:0] bits_coarse

17 );

18

19 reg bitszero = 0;

20 reg bitsone = 0;

21

22 always @ (Fine0 or CoarseA or CoarseB) begin

23 case (Fine0)

24 default : bitszero = 0;

25 0 : bitszero = CoarseA [0];

26 1 : bitszero = CoarseB [0];

27 endcase

28 case (bitszero)

29 default : bitsone = 0;

30 0 : bitsone = CoarseA [1];

31 1 : bitsone = CoarseB [1];

32 endcase

33 bits_coarse = {bitsone , bitszero };

34 end

35 endmodule

B.5 Register and Difference

The registers are implemented using a synchronous reset. The difference block is a straightfor-

ward subtraction.

1 // Verilog HDL for "CoarseFineQSD_VCOADC", "Register" "functional"

2

3 module Register

4 // Parameter definitions

5 #(

6 parameter N_bits = 8 // Number of register bits

7 )

8 // Port definition

9 (

10 // Inputs

11 input [N_bits -1:0] reg_in , // VCO output phases

12 input clk , rst ,

13 // Outputs

14 output reg [N_bits -1:0] reg_out

15 );

16

17 always @(posedge clk) begin

18 if (rst)

19 reg_out <= 0;

20 else
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21 reg_out <= reg_in;

22 end

23 endmodule

1 // Verilog HDL for "CoarseFineQSD_VCOADC", "Difference" "functional"

2

3

4 module Difference

5 // Parameter definitions

6 #(

7 parameter N_bits = 8 // Number of bits

8 )

9 // Port definition

10 (

11 // Inputs

12 input [N_bits -1:0] minuend , // bits from which the subtraction is

done

13 input [N_bits -1:0] subtrahend , // bits which are subtracted (minuend

- subtrahend)

14 // Outputs

15 output reg [N_bits -1:0] difference

16 );

17

18 always @ (minuend or subtrahend) begin

19 difference = minuend - subtrahend;

20 end

21

22 endmodule



Appendix C

Design Algorithm in Python

The full code for the algorithm discussed in section 4.7 and summarized in algorithm 1 is

displayed below.

1 import numpy as np

2

3 #helper functions

4 def diffextrap(x, x_array , y_array):

5 x1 = x_array[x_array <= x][-1]

6 x2 = x_array[x_array > x][0]

7 y1 = y_array[x_array <= x][-1]

8 y2 = y_array[x_array > x][0]

9 y = (y2 -y1)/(x2 -x1)

10 return y

11

12 def linextrap(x,x1 ,y1 ,x2 ,y2):

13 y = y1+(x-x1)*(y2 -y1)/(x2 -x1)

14 return y

15

16 def linextrap_array(x, x_array , y_array):

17 x1 = x_array[x_array <= x][-1]

18 x2 = x_array[x_array > x][0]

19 y1 = y_array[x_array <= x][-1]

20 y2 = y_array[x_array > x][0]

21 y = linextrap(x,x1 ,y1 ,x2 ,y2)

22 return y

23

24

25 #data technology

26 wNstepmin = 100 #nm

27 Vdd = 900 #mV

28

29 # data VCO

30 [fring0 , Iring0 , Vtune0] = np.loadtxt("results.csv",delimiter=",") #Hz ,A,V

31 fring0 = fring0 /10**6 #MHz

32 Iring0 = Iring0 *10**3 #mA

33 Vtune0 = Vtune0 *10**3 #mV

81
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34 Nphi0 = 16

35 Wn0 = 3200 #nm

36

37 #data noise

38 whitenoise0_dB = -183 #dBV/rootHz

39 fc0 = 1.144 #MHz

40 Vnoise0 = 400 #mV

41 gring_nref = -diffextrap(Vnoise0 ,Vtune0 ,Iring0) #S

42 whitenoise0 = 10**( whitenoise0_dB /10) #V^2/Hz

43

44 #constants

45 k_boltzmann = 1.38*10**( -23) # W^2 K^-1 Hz^-1

46 T = 300 #K

47

48 # data power consumption

49 g_L_CC0 = 1/40/10**3 #mA/mV

50 QTCC0 = 1.5/10**6 #mA/MHz

51 g_L_buff0 = 3/4*1/10/10**3 #S

52 QTbuff0 = 1/10**6 #mA/MHz

53 QTCCbuff0 = 1/10**6

54 QTFF0 = 1.9/10**6 #mA/MHz

55 Pdig0 = 0.168 #mW

56 fsdig0 = 1000 #MHz

57 Nb0 = 8

58

59 #data specification targets

60 SNR_min_dB = 76 #dB

61 HD3_max_dB = -40 #dB

62 BW = 40 #MHz

63 BWmin = 0.1 #MHz (for 1/f noise integration)

64 HD3_max = 10**( HD3_max_dB /20)

65 SNR_min = 10**( SNR_min_dB /10)

66

67 #data limitations on variables

68 Wnmin0 = 800 #nm

69 Wnstepmin = 100 #nm

70 f_VCO_max_max = 8000 #MHz

71 fs_max0 = 1500 #MHz

72 fs_min0 = 10*BW #MHz

73 Nphilist0 = np.array([4, 8, 16, 32])

74

75 #initial var

76 min_P_tot = 0

77

78 #calc Nphi for SQNR > target

79 Nphimin = np.sqrt(( SNR_min)/(2* f_VCO_max_max)**2/ fs_max0 *(2*BW)**3*2* np.pi **2/9)

80 Nphilist = Nphilist0[Nphilist0 > Nphimin]

81 for Nphi in Nphilist:

82 Nbphi = np.ceil(np.log2(Nphi))

83

84 #defining ftune range

85 fring = fring0*Nphi0/Nphi
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86 #calc ftune for SQNR > target

87 ftunemin = np.sqrt(( SNR_min)/(2* Nphi)**2/ fs_max0 *(2*BW)**3*2* np.pi **2/9)

88 i = len(fring)-1 #iteration variable

89

90 while f_VCO_max_max -fring[i] > ftunemin:

91

92 f_VCO_min = fring[i]

93 j = len(fring[fring > f_VCO_min+ftunemin ]) -1 #iteration variable

94

95 while fring[j] < f_VCO_max_max:

96

97 #initializing variables

98 f_VCO_max = fring[j]

99

100 #calculate resistors

101 Rconn0 = -900* Vtune0[j]/( Vtune0[j]* Iring0[i]-Vtune0[i]* Iring0[j])

102 Rgnd0 = Vtune0[j]/( Iring0[j]-Vtune0[j]/ Rconn0)

103 gring0 = -(Iring0[i]-Iring0[j])/( Vtune0[i]-Vtune0[j])

104

105 # calculate HD3 in steps

106 # calc Vin , indep of wN

107 Vinplus = Vtune0[j:i+1]*(1+ Rconn0/Rgnd0)-Iring0[j:i+1]* Rconn0

108 fringVin = fring[j:i+1]

109 deltaVin = (Vinplus -450)

110

111 # Legendre polynomials

112 a_1 = 3/2*(np.trapz(fringVin*deltaVin /450, deltaVin /450))

113 a_3 = 7/2*(np.trapz(fringVin *1/2*(5* deltaVin **3/(450) **3

114 -3*deltaVin /(450)), deltaVin /450))

115

116 #Poly coeffs

117 alpha_3 = 5/2* a_3 /450**3

118 alpha_1 = a_1 *1/450 - a_3 /450*3/2

119 HD3 = np.abs(alpha_3 *450**2/4/( alpha_1+alpha_3 *450**2*3/4))

120

121 #check spec on HD3

122 if HD3 > HD3_max:

123 j -= 1

124 else:

125 #calculate noise

126

127 #white thermal ring noise

128 whiteringnoise = 2* whitenoise0 * gring_nref /( gring0)

129 whiteringnoise *= (Rconn0/Rgnd0 + 1)**2

130

131 # 1/f-noise

132 fnoisedensity_f = 2* whitenoise0*Nphi0/Nphi

133 fnoisedensity_f *= (Rconn0/Rgnd0 + 1)**2* fc0 *10**6

134

135 #white resistor noise

136 whiteresistornoise = 4* k_boltzmann*T*Rconn0 *(1+ Rconn0/Rgnd0)

137
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138 #total noise

139 inputnoise = whiteresistornoise *(BW -BWmin)*10**6

140 inputnoise += whiteringnoise *(BW -BWmin)*10**6

141 inputnoise += fnoisedensity_f*np.log(BW/BWmin)

142 inputnoiseratio0 = inputnoise /(0.45) **2*2

143

144 #determine Wn bounds

145 SQNR_P_max = (2* Nphi*(f_VCO_max -f_VCO_min)/fs_max0)**2

146 SQNR_P_max *= (fs_max0 /(2*BW))**3 * 9/(2*np.pi**2)

147 WnL = inputnoiseratio0*Wn0 /(1/ SNR_min -1/ SQNR_P_max)

148 WnL = int(np.ceil(WnL /100) *100)

149 Wnmin = max(Wnmin0 ,WnL)

150

151

152 fs_inf = fs_max0*SNR_min/SQNR_P_max

153

154 Nbc_max = np.ceil(np.log2(f_VCO_max/fs_inf))

155

156 # Power in func of unknowns

157

158 #P_dig = P_dig_fs*fs

159 P_dig_fs = Pdig0/fsdig0 *( Nbc_max+Nbphi)/Nb0

160 #P_ring = P_ring_Wn*Wn

161 P_ring_Wn = (1/Wn0*( Iring0[j]+ Iring0[i])/2)*Vdd /1000

162 #P_FF = P_FF_fs*fs

163 P_FF_fs = ((Nphi +2* Nbc_max)*QTFF0)*Vdd /1000

164

165 #calculate upper bound due to minimum

166 WnU2 = (np.sqrt(( P_FF_fs+P_dig_fs)*fs_max0

167 *SQNR_P_max*inputnoiseratio0*Wn0/P_ring_Wn)

168 +SQNR_P_max*inputnoiseratio0*Wn0)/SQNR_P_max*SNR_min

169 WnU2_round = int(np.ceil(WnU2 /100) *100)

170

171 if fs_inf < fs_min0:

172 #calculate upper bound due to fs limit

173 WnU1_round = int(np.floor(inputnoiseratio0*Wn0

174 /(1/ SNR_min -fs_max0/fs_min0 *1/ SQNR_P_max)/100) *100)

175 Wnmax_1 = min(WnU1_round , WnU2_round)

176 else:

177 Wnmax_1 = WnU2_round

178

179 Wnmax = max(Wnmax_1 , Wnmin)

180

181 Wn = np.linspace(Wnmax , Wnmin , (Wnmax -Wnmin)// Wnstepmin +1)

182

183 QNSR_necessary = (1/ SNR_min -inputnoiseratio0*Wn0/Wn)

184 fs = (2*BW)**3*2* np.pi**2/( QNSR_necessary

185 *(2* Nphi*(f_VCO_max -f_VCO_min))**2*9)

186

187 Nbc = np.ceil(np.log2(f_VCO_max/fs))

188

189
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190 #calc power based on data and calculated values , in mW

191 P_dig = Pdig0*fs/fsdig0 *(Nbc+Nbphi)/Nb0

192 P_ring = (Wn/Wn0*( Iring0[j]+ Iring0[i])/2)*Vdd /1000

193

194 #two cases for Pcc

195 P_CC = (g_L_buff0*Vtune0[i] + (QTbuff0 +2* QTCCbuff0)

196 *( f_VCO_max+f_VCO_min)/2) * (Vtune0[i] > 400)*Vdd /1000

197 P_CC += (g_L_CC0*Vtune0[i] + 2*QTCC0*

198 (f_VCO_max+f_VCO_min)/2)*( Vtune0[i] <= 400)*Vdd /1000

199

200 P_FF = ((Nphi +2* Nbc)*QTFF0)*fs*Vdd /1000

201

202 P_tot = P_dig + P_ring + P_CC + P_FF

203

204

205 #test for minimum

206 if np.min(P_tot) < min_P_tot or min_P_tot == 0:

207 min_P_tot = np.min(P_tot)

208 min_P_pos = np.argmin(P_tot)

209 Wnused = Wn[min_P_pos]

210

211 #store relevant values

212 minfactors = [Wnused , Rconn0*Wn0/Wnused ,

213 Rgnd0*Wn0/Wnused , fs[min_P_pos], Nphi]

214 minresults = [f_VCO_max , f_VCO_min , Nbc[min_P_pos],

215 HD3 , Iring0[j]* Wnused/Wn0 ,

216 Iring0[i]* Wnused/Wn0 , Vtune0[j], Vtune0[i],

217 inputnoiseratio0*Wn0/Wnused , alpha_1 ,

218 alpha_3 , whiteringnoise*Wn0/Wnused ,

219 whiteresistornoise*Wn0/Wnused ,

220 gring0/gring_nref*Nphi0/Nphi*fc0]

221 Presults = [P_dig[min_P_pos], P_ring[min_P_pos], P_CC ,

222 P_FF[min_P_pos], P_tot[min_P_pos ]]

223 Vinres = Vinplus

224 deltaVinres = deltaVin

225 fringVinres = fringVin

226

227 j -= 1

228 i -= 1
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