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1 Introduction

Radiation therapy or radiotherapy in short aims to kill or shrink malignant tumors by ap-

plying high-energy radiation. It is commonly used as the main form of treatment for can-

cer. Furthermore, it can also be used together with other treatment forms, such as medical

surgery or chemotherapy. Since the high-energy rays impact not only the tumor, but also

the surrounding healthy cells, the total radiation dose is spread out over multiple fractions

on consecutive days. If the treatment is successful, the tumor is destroyed or has shrunk.

The surrounding tissue will eventually recover (“General information about radiotherapy”,

n.d.). Roughly 50% of all European cancer patients will at some point in their treatment

be advised to undergo radiotherapy treatment. According to Lievens et al. (2020) however,

more than one fourth of these patients don’t actually receive the treatment they need. Even

countries that generally have good access to resources would often experience a substantial

gap in the utilisation of these resources, meaning that their actual utilisation is lower than

the optimal utilisation (Lievens, 2017). Additionally, large discrepancies between European

countries were discovered.

Lievens et al. (2020) identified multiple possible reasons as to why patients might not receive

appropriate radiotherapy treatment. Appropriate radiotherapy treatment here means that the

radiotherapy treatment has to be on time and effective. Next to patient-related factors such

as age, education and a lack of awareness, geography-related factors can have an important

impact. Furthermore, economic factors can restrict some population groups to receive the

treatment they need. Finally and most relevant to the topic of this dissertation, resource

shortages, extensive waiting lists and/or treatment delays may also play a substantial role.

Section 1.1 gives a brief literature overview on the importance of effective scheduling practices.

Section 1.2 provides a detailed description of the various tasks that occur in radiotherapy.

1.1 Importance of effective scheduling practices

The impact of not receiving timely and effective treatment can be detrimental. If patients

fail to receive the treatment they need, their chances of survival will decrease. Two related

dimensions can be identified. First and most obvious, the quality of the radiotherapy treat-

ment has to be (more than) adequate, i.e. the effective dimension. Furthermore, patients

have to receive treatment in a timely manner, related to the efficient dimension. The latter

is not only supported by indirect evidence, but also by direct academic evidence. A short
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overview of important academic readings is given below. Most of the academic research is

done for breast and head, and neck cancers (Chen et al., 2008).

Jensen et al. (2007) conducted research on tumor progression in head and neck cancer. The

authors found a negative impact of extended waiting times; the increase in tumor volume is

significantly correlated to waiting times for radiotherapy treatment. However, they were not

able to define a maximum on the waiting times that would avoid volume changes. Mackillop

(2007) synthesized different types of evidence; theoretical and experimental, direct clinical and

indirect clinical evidence. The author found evidence that delays in radiotherapy treatment

increase the probability of local failure for head and neck cancers. More recently, this finding

was supported by Liang et al. (2017), where the authors studied the direct impact of waiting

times on survival rates in nasopharyngeal carcinoma, a specific type of head and neck cancer.

They propose to adopt an ‘as short as reasonably achievable’ principle to guide radiotherapy

waiting times. Additionally, Chen et al. (2008) also investigated the relationship between

radiotherapy waiting times and local recurrence, i.e. the risk of cancer re-emerging on or

close to the same place as the ‘original’ cancer. The authors studied the existing direct

evidence that supports this relationship. They did not limit the systemic overview to specific

cancer types, but instead included all cancer types. However, as most studies pertain to

breast and head and neck cancers, conclusions are often limited to these particular cancer

types. The main finding of their study is that a delayed radiotherapy treatment start leads

to an increase in the risk of local recurrence. No evidence could be found for the negative

relationship between waiting times and survival rates in breast cancers. For head and neck

cancers however, they did find evidence and hence their findings are in line with Mackillop

(2007) and Liang et al. (2017).

In conclusion, it is clear that the waiting times in radiotherapy treatment should be kept to

a minimum. This way, the risk of local recurrence and loss of control can be decreased. Fur-

thermore, the probabilities of tumor growth and a decrease in survival rates will not increase.

These findings gave rise to a relatively new body of research that is further elaborated on in

chapter 2.

1.2 Patientflow

In this section, a brief explanation of the patientflow in a radiotherapy department is given.

The exact steps in the patient pathway may differ depending on the hospital and the country.

The pathway presented here is based on AZ Sint-Lucas, a hospital in Ghent (Belgium). The
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concepts are explained using figure 1.

Figure 1: Patientflow in the radiotherapy department

New patient inflow can happen both internally and externally. In both cases, the respec-

tive patient case is usually already discussed on a multidisciplinary oncological consult and

simultaneously, the decision to advance with radiotherapy has been made. During a first

consultation, the radiation oncologist determines the treatment intent, e.g. curative or pal-

liative. Radiotherapy can also co-exist next to chemotherapy. Furthermore, an anamnesis

and a clinical examination are conducted and a decision on further steps and possibly ad-

ditional examinations is being made. After the consultation, the patient moves forward to

the CT/simulation unit, where appointments are being made for the CT-scan (computed

tomography-scan), simulation of the isocentre and the start of the radiation delivery phase.

Additionally, the patient receives more information on various practicalities and treatment

preparations.

The next phase is the CT-scan. In this phase, a patient is positioned on the CT-table. For

patients with a planning target volume (PTV) in the head and neck area, it is often neces-

sary to construct a mask or beam direction shell that makes sure that the position of the

patient remains stable. An advantage of using masks is that markings can be made on the

mask, instead of directly on the skin. Also depending on PTV location is the presence of

the radiation oncologist, e.g. she will mark the breast tissue in the case of breast treatment.

Furthermore, points of reference are marked on the patient’s body to ensure a consistent

position. Preferably, all data regarding the positioning of the patient are stored in a central

database. After the CT-scan, virtual simulation takes place. At this point in time, a nurse

contours the organs at risk (OARs), if any, and these have to be checked by the radiation

oncologist before the final treatment plan is being made. The radiation oncologist also con-

tours the gross tumor volume (GTV), the clinical target volume (CTV) and the PTV. Based

on these, the positioning of the isocentre is determined (see figure 2 for an understanding of
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the isocentre; the isocentre is the centre point along which the gantry, collimator and table

rotate (Kotha et al., 2021)).

Figure 2: Linear accelerator, image taken from Kotha et al. (2021)

For the next phase, it is important to keep in mind that planning is here not related to

the operations research meaning of the word, in the sense that it is unrelated to scheduling.

During treatment planning, the radiation doses are determined and the radiation oncologist

has to approve this dose prescription. Additionally, IMRT - intensity modulated radiation

therapy - and VMAT - volumetric modulated arc therapy - optimisations have to be performed

in order to complete the planning. More information on this topic is provided in section 2.1.1.

Finally, every complete treatment plan has to be approved by the radiation oncologist.

The last phase before the delivery of the radiation can start is the simulation of the isocentre.

This takes place a few days after the CT-scan. Various measurements regarding the position of

the isocentre are done and compared to the measurements from the CT-scan. This comparison

is to make sure that a deviation can be corrected in a timely manner. At the end of this

phase, the patient receives a precise appointment time (i.e. day and hour) for the start of the

treatment.

Prior to starting the actual delivery of the radiation, the patient receives some additional

information on for example the number of fractions and potential side effects. Moreover, he

or she is given the opportunity to ask questions. Next, radiation therapists (RTTs) complete

a final checklist to guarantee successful delivery and they correctly position the patient, who

is now ready to receive its first dose.
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During and after the radiation delivery, regular follow-ups take place in order to ensure

successful continuation of the treatment.

Based on the patientflow chart presented in figure 1, the pre-treatment stage involves several

steps, including consultation, CT-scan, virtual simulation, treatment planning, and simulation

of the isocentre. Afterwards, the treatment phase commences, which includes administering

the treatment fractions, as well as monitoring and follow-up during and after the delivery

phase. Scheduling the treatment phase has a specific feature that requires patients to undergo

their treatment fractions on consecutive working days.

After stating the importance of effective scheduling practices and introducing the radiotherapy

department, chapter 2 provides an overview of the literature related to radiation therapy and

introduces two research questions. Chapter 3 then formulates the problem description in

detail and presents a mathematical model. Three different methods to solve the scheduling

problem are subsequently proposed in chapter 4. In addition, chapter 5 applies real-world

data by executing several experiments and presents the main findings. Finally, chapter 6

presents the main conclusions and limitations, and provides directions for future research.
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2 Literature

Operations research (OR) is defined as “the discipline of applying advanced analytical meth-

ods to help make better design and operational decisions for a system, usually under conditions

requiring the allocation of scarce resources” (Maenhout, 2020, p. 1). Within radiotherapy

treatment, several directions can be identified with regard to the OR literature. An overview

is given in figure 3.

Figure 3: OR literature in radiotherapy

Section 2.1 examines the literature based on these directions. Section 2.2 discusses the liter-

ature with specific attention towards solution procedures. Finally, section 2.3 introduces the

main contributions to the literature of this dissertation and introduces two research questions

in order to materialise the contributions.

2.1 Problem description

In this section, multiple directions in the literature on radiotherapy scheduling are discussed.

A first direction is presented in 2.1.1. It briefly explains some of the technologies used in

radiation treatment in order to give the reader a more accurate understanding of the topic.

In the remainder of this dissertation, however, this body of research is not revisited. In

section 2.1.2, a distinction is made between research that handles the pre-treatment phase

and literature that is related to the treatment phase. In addition, research is identified that

pertains to both phases simultaneously. Section 2.1.3 divides the literature in myopic and

dynamic policies. Finally, offline and online scheduling are introduced in section 2.1.4 as two

opposing practices.
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2.1.1 Radiation methods

The most common form of radiotherapy is external beam radiation, in which the radiation is

delivered via a machine that is placed outside of the body (“General information about ra-

diotherapy”, n.d.). Another method, called brachytherapy, is by placing the radiation source

in the body. In this dissertation, planning of radiotherapy patients refers to the planning

of patients that are assigned to an external beam radiation treatment, because the pathway

for a brachytherapy patient is significantly different. The radiation is delivered through a

linear accelerator (linac) that creates and directs high-energy radiation beams and that is

typically placed on a rotating gantry, as illustrated in figure 2 in chapter 1 (Kotha et al.,

2021). The goal of using a linac is to minimise the intensity of the beams going through the

surrounding OARs, while at the same time making sure that the PTV receives a sufficient

amount of radiation. Often, a multi-leaf collimator (MLC) is used to guide the beams in

the right direction. An MLC exists, as the name suggests, of several separate leaves that

can be positioned independently. The position of all leaves together forms an MLC aperture

(Pudsey et al., 2021). An example of an MLC aperture can be found in figure 4. The MLC

aperture plays an important role in the optimisation problems discussed in this section. An-

other major constituent is the intensity of the beams, called fluence weights in the literature

(e.g. Akartunalı et al., 2015). The simultaneous optimisation of apertures, fluence weights

and beam angles is the subject of most OR literature on radiation methods.

Figure 4: MLC aperture, image taken from Pudsey et al. (2021)

At least two distinctions can be made in the type of rotation of the gantry. Firstly, intensity

modulated radiation therapy (IMRT) is a technique that modulates the intensity of the ra-

diation beams and distributes them via a number of discrete directions or angles. IMRT was

first introduced by Brahme (1984). Over time, the technique has experienced major develop-

ments in order to achieve a higher degree of conformality, i.e. reaching the prescribed dose
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for the PTV while respecting upper bounds on the surrounding tissue (Bortfeld, 2006). Bort-

feld (2006) labels the optimisation of the non-uniform intensities based on the fractionation

dose prescription in the PTV and the surrounding healthy structures as ‘inverse planning’

problems. Even though new methods like volumetric modulated arc therapy (VMAT) have

become increasingly important, as of today, IMRT still has its place in radiotherapy centres.

More recent research is done by for example Salari and Romeijn (2012) and Bertsimas et al.

(2013). VMAT is the second important technique in the field. It builds on the IMRT method

and can in fact be seen as a specific type of IMRT (Bedford & Warrington, 2009). Similarly,

it modulates the intensities of the radiation beams for different angles or directions. Where

IMRT discretely varies the MLC aperture and radiation according to the beam angle how-

ever, VMAT does this in a continuous manner; radiation is continuously delivered through

one or more so called arcs. An arc is a continuous rotation of the gantry over a specified

range, e.g. 360° (Akartunalı et al., 2015). Specialised literature on volumetric modulated

arc therapy can be found in for example Peng et al. (2012), Dursun et al. (2016) and Dur-

sun et al. (2019). In addition to these two widely-used techniques, other techniques include

tomotherapy, cyberknife, etc. (Akartunalı et al., 2015).

2.1.2 Pre-treatment and treatment

Following the patientflow in figure 1 (chapter 1), the pre-treatment phase comprises of con-

sultation, CT-scan, virtual simulation, treatment planning and simulation of the isocentre.

Treatment then encompasses the actual delivery of the fractions and the follow-up during

and after the delivery phase. In this section, the literature related to these two phases is

discussed. An overview of all papers described in this section can be found at the end of the

section, in table 1.

2.1.2.1 Pre-treatment

Kapamara and Petrovic (2009) were among the first to conduct research on scheduling prob-

lems in the pre-treatment phase of radiation therapy. The objective of their research was

to minimise the total weighted lateness, with weights given to each patient based on his/her

priority and lateness being defined as the “difference between the date the patient’s details

are referred to the centre and the targeted date for the start of their treatment” (Kapamara

and Petrovic, 2009, p. 2). The authors developed a two-step solution procedure. First,
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four different heuristics were developed to construct an initial solution. In the next step, a

steepest hill climbing technique was used to improve the initial solution. Technically, their

research combines the pre-treatment and treatment phase, since patients are scheduled in the

treatment unit, in addition to what they presented as the planning, physics and pre-treatment

unit. However, scheduling in the treatment phase differs considerably from the pre-treatment

phase (cf. section 2.1.2.2). The specific aspects of the latter are not explicitly modelled.

Therefore, their research falls under the pre-treatment category in this dissertation. In ad-

dition to including lateness in the objective function, Castro and Petrovic (2011) consider a

penalty for early idle time of the resources used in the pre-treatment phase. The idea behind

this is to ensure sufficient capacity for future arrivals by penalising non-use of early available

capacity.

Castro and Petrovic (2012) make use of combined mathematical programming and heuristics

to solve the radiotherapy pre-treatment scheduling problem. First, some important terms have

to be explained. Waiting times and target waiting times are defined as the final day of the pre-

treatment pathway and the preferred final day of pre-treatment for each patient, respectively.

Three objectives were considered and ranked according to their perceived importance. This

way, the scheduling problem is solved as a series of single-objective optimisation problems.

First, a minimisation of the weighted number of patients having waiting times that exceed

the target waiting times is done (i.e. the relative amount of patients that finish pre-treatment

too late). Then, the maximum lateness, defined as the difference between actual waiting

times and target waiting times, is minimised. The final objective is subsequently to minimise

the total sum of (weighted) lateness. Since computational issues were observed for a realistic

dataset, dispatching rules were constructed to come up with an initial solution. The main

advantage of the modelling approach by Castro and Petrovic (2012) is the flexibility to define

patient pathways. They focused on a hospital in the United Kingdom that was interested in

testing a 10% increase in patient inflow, but the scheduling problem can easily be adapted

by other hospitals. Furthermore, recirculation and resource concurrence were included for

the very first time in radiotherapy pre-treatment scheduling. Recirculation means that a

patient can require the same resource multiple times, while resource concurrence means that

an operation might require several resources simultaneously. A noteworthy disadvantage is

the lack of integration with the treatment phase. Situations may occur in which a patient

fails to meet its due date because of linear accelerator unavailability, despite finishing pre-

treatment in time. At the same time, the exact opposite can happen; a patient who can start

treatment on a linac, but has to wait for a pre-treatment task to finish. When simultaneously

taking pre-treatment and treatment into account, such situations can be avoided (cf. 2.1.2.3).
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2.1.2.2 Treatment

The treatment phase consists of the actual delivery of the radiation fractions, follow-up during

delivery phase and follow-up after delivery phase. With regard to the scheduling of these tasks,

usually, only the delivery of the fractions are included in the formulation of the optimisation

problem. Conversely, the follow-up is done in a flexible and dynamic manner and is therefore

not subject to modelling. A particular characteristic of treatment scheduling is that patients

have to receive their fractions on consecutive working days.

S. Petrovic et al. (2006) use a two-step heuristic approach to assign appointments on linear

accelerators to all patients. Patient arrivals are accumulated over the course of a day. At

the end of the day, a scheduling decision is made for each of these patients. The first step in

the scheduling procedure is to construct a priority list containing all the patients that arrived

during the day. To do this, dispatching rules are used. Secondly, an ‘as soon as possible’

(ASAP) or a ‘just-in-time’ (JIT) algorithm is used to successively assign each patient in the

priority list to its appointment(s).

Conforti et al. (2008) were the first to propose constraint based mathematical models, more

specifically integer programming models (IP), to optimise radiotherapy treatment planning.

The total pool of patients is divided into patients that are already scheduled and patients

on a (prioritised) waiting list. Two models are then presented; a base model that keeps

the appointments of already scheduled patients fixed and an extended model that allows for

a revision of these appointments. The extended model does specify however that patients

who already started treatment finish their remaining fractions, regardless of any revision. In

both cases, the primary objective is to maximise the number of new patients that receive

a schedule for the next week. A key assumption made in this paper is that the availability

of linear accelerators is expressed as temporal blocks of equal size, referred to as a block-

scheduling system. Despite a clear simplification of reality, a block system is still widely

used in radiotherapy centres (Conforti et al., 2011). Furthermore, only one linac is available,

although this assumption can easily be relaxed.

In 2011, Conforti et al. extended their 2008 paper by including some additional requirements,

e.g. patient availability and patient preferences. Taking into account patient availability is ex-

plained to be important because of a potential co-existing therapy. Hereby, a patient can have

a clear timeframe that has to be respected so that additional treatment (e.g. chemotherapy

or surgery) can be given at the appropriate time. To accommodate for this, they introduced
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a release time slot and a due time slot for each day. These time slots have a different mean-

ing as compared to what is typically called a release date and a due date (e.g. Castro and

Petrovic, 2012). They denote the first and last time slot respectively on a specific day in the

planning horizon during which the patient can be scheduled. The objective function is very

similar to Conforti et al. (2008). However, an additional term is included; the total number

of booked appointments over the scheduling horizon (one week) is also maximised. Following

their 2008 paper, a base model and an extended model including revision of already scheduled

appointments are proposed.

The mathematical models in the two previous papers by Conforti et al. were constructed

based on a block-scheduling system, meaning that a working day is split into several equidis-

tant time blocks, often referred to as slots or timeslots. Despite the relative popularity of

the block system, some inefficiencies might occur as a consequence of the fact that sometimes

only a limited portion of a timeslot is necessary to accommodate the treatment delivery.

Therefore, the authors in Conforti et al. (2010) use a non-block system, which allows for

different treatment times to be assigned to patients and is a more accurate representation of

the real workload. According to the authors, it was the first time that a full mathematical

representation of the non-block radiation therapy treatment scheduling problem is presented.

The objective of the optimisation model is to maximise newly scheduled patients while min-

imising waiting times. Similarly to the extended models in Conforti et al. (2008) and Conforti

et al. (2011), patients that are already scheduled and have a treatment plan in progress can

be rescheduled, provided that they can continue their treatment. The extension of including

additional requirements such as patient availability and patient preferences, as done in Con-

forti et al. (2011), is not included. However, it is mentioned that the model can be easily

adapted to accommodate for this. The main disadvantage of these three papers is that after

scheduling, not all patients waiting to start their treatment are guaranteed an appointment.

It is possible that their scheduling decision is postponed to a later date.

Saure et al. (2012) used a vastly different approach to solve the problem under study. In-

stead of using an IP, they propose a discounted infinite-horizon Markov decision process.

According to the authors, directly solving the Markov decision process (MDP) to optimality

is impossible. Even on small instances, the model is computanionally intractable. Therefore,

the discounted infinite-horizon MDP is transformed into a linear programming format. The

resulting linear programming in itself does not provide a solution to the sizing problem. How-

ever, approximate dynamic programming (ADP) methods exist and such a technique is used

by Saure et al. (2012). An important note made by the authors is that they do not sched-

ule specific appointment times, but instead they only book a first day of treatment for each
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new patient, taking into account capacity requirements for each request. At a later stage,

and when all patients are known for a particular day, the individual appointments will be

scheduled using a lower-level scheduling technique. More recently, Gocgun (2018) extended

the model of Saure et al. (2012) by including cancellation of treatments. The authors also

used a slightly different solving procedure, namely a simulation-based approximate dynamic

programming technique in contrast to an approximate linear programming approach to ADP.

This change is necessitated because of the additional computational complexity by including

cancellations of treatment.

Legrain, Fortin, et al. (2015) also researched the radiotherapy treatment scheduling problem.

Their objective is to establish the first day of treatment and subsequently the slot. Similar to

Conforti et al. (2008), Conforti et al. (2010) and Conforti et al. (2011), the authors propose

to use an integer programming model. Another example of using en integer programming

model to schedule to treatment phase can be found in Chang et al. (2020). They use an

objective function that minimises the total sum of days of first treatment. An example to

clarify: imagine two patients that can start treatment on day 5 and 6 respectively and that

other constraints do not allow them to start earlier. The objective function value is then

equal to 5 + 6 = 11. The primary disadvantage of this objective is that patient priorities

are not taken into consideration. Riff et al. (2016) formulated a model that is closely related

to S. Petrovic et al. (2006). The authors aim to schedule appointments once a week and

give every patient a fixed schedule of their entire course of treatment. They propose a new

method, named ‘radiotherapy scheduling with on-the-fly priorities’. The on-the-fly priorities

refer to the dynamically updated priority list of patients to be scheduled. A patient’s priority

increases when the current day reaches his/her last day to begin treatment. The optimisation

algorithm comprises of two steps. First, a greedy algorithm goes over each working day in

the current week and schedules new patients and patients in the waiting list to determine an

initial solution to the planning problem. Then, a local search algorithm is used to improve this

initial solution. The local search algorithm applies three successive hill climbing approaches.

In Vogl et al. (2019), the scheduling of a more expensive form of radiation therapy is re-

searched. The authors model an ion beam facility. Only one machine that serves several

treatment rooms is used, instead of one machine per treatment room. Because of this partic-

ular configuration, the nature of the optimisation problem is different; the use of the particle

beam machine has to be distributed effectively between the different treatment rooms, in

order to maximise utilisation. Although their scheduling problem has some distinctively dif-

ferent characteristics compared to the one investigated in this master’s dissertation, certain

elements of the formulation can be useful nonetheless (cf. chapter 3). Regarding the solution
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methods, the authors propose three metaheuristics: a genetic algorithm, an iterated local

search procedure and a combination of the two previous methods. The latter performs best

on-real world instances.

Sharing our observation that only Legrain, Fortin, et al. (2015), Legrain, Widmer, et al.

(2015), Saure et al. (2012) and Gocgun (2018) incorporate a stochastic mechanism in their

approach (see section 2.1.3), Pham et al. (2021) identify that both the online stochastic (OS)

optimisation models used in the former two and the MDP models in the latter two are difficult

to scale up and hence inappropriate to use in large radiotherapy centres. Therefore, they

propose a prediction-based approach to solve the treatment problem. By applying machine

learning techniques on a large set of instances, the authors can utilize optimal offline solutions

to predict when an arriving patient should receive their first fraction. Their proposed approach

is easily scalable and allows for large instances of up to eight linear accelerators.

2.1.2.3 Pre-treatment and treatment integrated

When optimising the scheduling of either the pre-treatment phase or the treatment phase in

isolation, the results might be too one-sighted. Failing to integrate both phases in decision

making may lead to undesirable consequences. Two examples are given to illustrate this

potential drawback. On the one hand, it can occur that a patient receives a schedule to start

treatment on the first day of week 2 in the scheduling horizon. If there is not sufficient capacity

to finish all the pre-treatment tasks before this date however, the patient will experience an

unexpected delay. In addition to a potential decrease in survival rate, this can cause serious

psychological distress, which is highly unwanted (Mackillop, 2007). On the other hand, the

final step in the pre-treatment phase prior to starting the delivery of the radiation fractions

is simulation of the isocentre, as described in section 1.2. As a general practice, it is best

not to have too many days between this step and the start of treatment to ensure that all

parameters such as points of reference, tumor size etc. are still valid. In AZ Sint-Lucas for

example, the time window is a maximum of two days. Therefore, a close integration is needed

to ensure that the time window constraints are not violated. The simultaneous optimisation

of pre-treatment and treatment scheduling is referred to as ‘radiotherapy scheduling’ in the

remainder of this section.

Kapamara et al. (2006) were among the first to focus on scheduling problems in radiotherapy.

The goal of their research was to report on the main elements of radiotherapy scheduling and

to provide directions for future research. They acknowledged the importance of combining
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both the pre-treatment and treatment phase into the problem formulation. Furthermore,

the authors reviewed different methods that can be used to solve the scheduling problem.

Among the reviewed methods are heuristics (e.g. dispatching rules, simulated annealing) and

metaheuristics (e.g. tabu search, genetic algorithms).

In D. Petrovic et al. (2011), the authors propose genetic algorithms to solve the radiotherapy

scheduling problem and included multiple objectives. Both the average of patient waiting

times and the average of patient lateness are minimised. They defined waiting time as the

time between the first day of delivery of treatment and the day that the decision to use

radiation therapy as form of treatment was made. Lateness on the other hand, is calculated

as the difference between actual waiting times and target waiting times, similar to Castro

and Petrovic (2012). Resource recirculation is only possible on the treatment machines; the

linear accelerators. The last operation, defined as “the servicing of a patient on a machine

or facility” (D. Petrovic et al., 2011, p. 6995), for each patient is the delivery of the first

fraction. It is assumed that the remaining fractions are given each working day after the

day of the first fraction. The authors propose three different genetic algorithms; a standard

genetic algorithm that does not take into account differences in patient priority, a knowledge-

based genetic algorithm that utilises domain knowledge to prioritise emergency patients and a

weighted genetic algorithm that gives different weights to the three patient categories (radical,

palliative and emergency). Overall, the knowledge-based genetic algorithm performed best.

In Legrain, Widmer, et al. (2015), the authors extended the research from Legrain, Fortin,

et al. (2015) by taking into account two dosimetry tasks that are performed prior to the

treatment on linear accelerators. Dosimetry is defined as “pre-treatment steps that consist

mainly in planning the shape, the intensity, and the direction of the beams of the linear

accelerator” (Legrain, Widmer, et al., 2015, p. 1-2). It can be seen that their view on

pre-treatment is slightly different as compared to the pre-treatment steps identified in this

dissertation (see figure 1, chapter 1). Within dosimetry, they identified two tasks, performed

by two different dosimetrists: treatment preparation and verification. The authors then

modeled the problem as a flow-shop process with two different ‘machines’: dosimetry and

linear accelerators. The dosimetry part is solved using a genetic algorithm.

An overview of the literature in relation to the main phases in radiotherapy scheduling reveals

the scarcity of papers that discuss both the pre-treatment and treatment phase in an inte-

grated manner, despite Kapamara et al. (2006) emphasising the importance of doing so (table

1). Upon closely examining the papers by D. Petrovic et al. (2011) and Legrain, Widmer, et

al. (2015), a research gap was identified. Both research papers propose a very specific model
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for the pre-treatment phase and hereby overlook the differences in scheduling practises across

different radiotherapy departments. The aim of our research is to fill this gap by developing

a model that not only integrates the pre-treatment and treatment phase, but also allows for

straightforward adaptations according to the needs of an individual radiotherapy department.

Paper Pre-treatment Treatment Integrated

Kapamara and

Petrovic (2009)

x

Castro and Petrovic

(2011)

x

Castro and Petrovic

(2012)

x

S. Petrovic et al.

(2006)

x

Conforti et al. (2008,

2010, 2011)

x

Saure et al. (2012) x

Gocgun (2018) x

Legrain, Fortin, et

al. (2015)

x

Riff et al. (2016) x

Vogl et al. (2019) x

Chang et al. (2020) x

Pham et al. (2021) x

Kapamara et al.

(2006)

x

D. Petrovic et al.

(2011)

x

Legrain, Widmer, et

al. (2015)

x

Table 1: Literature - relating to the phases in radiotherapy

scheduling
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2.1.3 Myopic vs dynamic

Two contrasting perspectives on scheduling issues are myopic scheduling and stochastic or

dynamic scheduling. In myopic scheduling, there is no consideration for how today’s decisions

will affect the future state of the system. In contrast, stochastic or dynamic, in case of

a Markov decision process, scheduling typically generates better schedules by taking into

account the impact of today’s scheduling decisions on the future state of the system (Saure

et al., 2012).

Castro and Petrovic (2012) don’t take future patient arrivals into account and hence, their

modelling approach can be seen as myopic, as opposed to dynamic or stochastic. This could

result in a suboptimal situation, where inclusion of future patients would have resulted in a

different, and more appropriate schedule. Additionally, the authors in Conforti et al. (2008),

Conforti et al. (2010), Conforti et al. (2011) and Vogl et al. (2019) also used a myopic ap-

proach that ignores the impact on future arrivals of decisions made today. Saure et al. (2012)

contributed to the literature by modelling the radiotherapy scheduling problem as a dis-

counted infinite-horizon Markov decision process. This modelling technique is dynamic in

nature. Similarly to Saure et al. (2012), Gocgun (2018) also takes a dynamic outlook on the

scheduling decisions. Both Legrain, Fortin, et al. (2015) and Legrain, Widmer, et al. (2015)

use stochastic information on patient arrivals to incorporate knowledge about the future state

of the system. The method used in Pham et al. (2021) can also be classified as stochastic,

although it uses a different method to incorporate stochastic information. Instead of build-

ing scenario’s of future arrivals, as done in both Legrain, Fortin, et al. (2015) and Legrain,

Widmer, et al. (2015), the authors use full offline optimal solutions for past, known arrivals

to predict when new patients should receive their first fractionation dose, thereby implicitly

taking future patients into account.

The overview in table 2 indicates that recent research articles consider a dynamic or stochastic

approach. In these articles, considering the impact of today’s scheduling decisions on future

arrivals is shown to outperform the myopic paradigm. Therefore, one of the solution tech-

niques proposed in this thesis follows the stochastic paradigm and consequently contributes

to the body of literature on stochastic radiotherapy scheduling.
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Paper Myopic Dynamic/stochastic

Kapamara and

Petrovic (2009)

x

Castro and Petrovic

(2011)

x

Castro and Petrovic

(2012)

x

Kapamara et al.

(2006)

x

S. Petrovic et al.

(2006)

x

Conforti et al. (2008,

2010, 2011)

x

Saure et al. (2012) x

Gocgun (2018) x

Legrain, Fortin, et

al. (2015)

x

Riff et al. (2016) x

Vogl et al. (2019) x

Chang et al. (2020) x

Pham et al. (2021) x

D. Petrovic et al.

(2011)

x

Legrain, Widmer, et

al. (2015)

x

Table 2: Literature - relating to myopic vs dynamic scheduling

2.1.4 Offline vs online

An important difference when examining research on the radiotherapy scheduling problem

is whether or not patients immediately receive their appointments upon issuing a treatment

request. If not, we refer to the scheduling as offline scheduling. ‘Full’ offline scheduling means

that all treatment requests are known in advance. In practice, some hospitals (e.g. AZ Sint-

Lucas) want to immediately give the appointment dates and times to their patients. This
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necessitates online scheduling which indicates that upon receiving a treatment request, only

the current state of the system, formed by previous requests, is known and that the patient is

immediately assigned its booking(s). This makes online scheduling inherently inferior to offline

scheduling. In some hospitals, patients have to wait a certain amount of time to get their

appointments. Often, they receive a phone-call by the end of the day (e.g. Castro and Petrovic

(2012)) or week (e.g. Riff et al. (2016)) with specific times for their appointments. In that case,

incoming patient requests are collected and the optimisation model is being run at the end

of the day or week, when all patient requests of that day or week are known. This is referred

to as batch scheduling. In this dissertation, offline scheduling is used interchangeably for

batch scheduling and ‘full’ offline scheduling. Solving the ‘full’ offline paradigm to optimality

provides a lower (upper) bound for the minimisation (maximisation) problems.

In Castro and Petrovic (2012), patients are accumulated on a day-to-day basis (cf. batch

scheduling). Additionally, Conforti et al. (2008), Conforti et al. (2010) and Conforti et al.

(2011) also use a batch scheduling approach. Moreover, Saure et al. (2012), a booking agent

has to wait for the end of the day, when all patient request are known, to do the scheduling

exercise. Furthermore, the booking agent can postpone some of the decisions to the next day,

leaving the principal drawback of Conforti et al. (2008), Conforti et al. (2010) and Conforti

et al. (2011) intact. Riff et al. (2016) propose to accumulate requests on a weekly basis, hence

also following the batch scheduling paradigm. Vogl et al. (2019) use metaheuristics to solve

the offline problem instance.

The approach from Legrain, Fortin, et al. (2015) is different to what has been done before in at

least one way; patients are scheduled in an online manner. This means that upon (sequential)

arrival of each patient, (s)he is almost immediately given a schedule. The schedule here refers

to a first day of treatment and a timeslot. In addition, all patients are guaranteed a schedule

and no scheduling decisions are postponed. Legrain, Widmer, et al. (2015) build on the same

online paradigm and include the integration of the pre-treatment phase in the scheduling

decision.

The overview regarding the offline or online approaches in table 3 indicates that relatively

few papers incorporate an online paradigm into their scheduling approaches. Consequently,

the research in this dissertation contributes to the literature by considering online techniques,

in addition to the offline paradigm.
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Paper Offline Online

Kapamara and

Petrovic (2009)

x

Castro and Petrovic

(2011)

x

Castro and Petrovic

(2012)

x

Kapamara et al.

(2006)

x

S. Petrovic et al.

(2006)

x

Conforti et al. (2008,

2010, 2011)

x

Saure et al. (2012) x

Gocgun (2018) x

Legrain, Fortin, et

al. (2015)

x x

Riff et al. (2016) x

Vogl et al. (2019) x

Chang et al. (2020) x x

Pham et al. (2021) x x

D. Petrovic et al.

(2011)

x

Legrain, Widmer, et

al. (2015)

x

Table 3: Literature - relating to offline vs online scheduling

2.2 Solution methods

In this section, the literature is discussed in relation to solution procedures that can be used

to solve the scheduling problem. In section 2.2.1, some of the techniques that are commonly

used in offline radiotherapy scheduling are described. The solution procedures for online

scheduling are similar to those used in offline scheduling. The difference is primarily related

to the input; in addition to the patient requesting treatment, scenarios of future patient
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arrivals are generated and given as input to the model. Section 2.2.2 consequently briefly

elaborates on the techniques used in online radiotherapy scheduling.

2.2.1 Offline

Various approaches have been taken in the existing body of literature on radiotherapy schedul-

ing in an offline manner. These studies share the common assumption that all treatment

requests are known in advance. Upon assuming this, the knowledge on future patient arrivals

can be taken into account when making scheduling decisions. It is worth noting that it is

unrealistic in the setting of a radiotherapy department to assume that all patient arrivals

can be anticipated with 100% certainty. Nevertheless, finding the offline solution is proven

to be useful. In many research articles, the offline solution is used as a benchmark to test

the performance of more realistic approaches (e.g. Pham et al., 2021; Legrain, Fortin, et al.,

2015).

2.2.1.1 I(L)P

In the literature, a common method is solving the optimisation problems via their integer

(linear) programming formulation directly. Various optimisation software tools exist that

provide efficient ways to run a mathematical programming model, e.g. CPLEX by IBM or

Gurobi. The IP solver by CPLEX is used in for example Conforti et al. (2011), Castro and

Petrovic (2012) and Legrain, Fortin, et al. (2015). In contrast to CPLEX, Gurobi does not

offer a dedicated user interface. Instead, an API that can be seamlessly integrated with

various programming languages is available. In this master’s dissertation, the Gurobi API is

used and integrated in Python, a widely used programming language.

When dealing with moderate to large problem instances, a drawback of using the I(L)P

approach arises. In small problem instances, the problem can be solved in a timely manner

by using all available data as input to the ILP formulation. This perk disappears when more

realistic data instances are used, as a consequence of rapid growth in problem size. As a result,

the time constraint issue, as described in El-Omari (2021), is present. In their research, the

authors identified several issues that instantiate the need for alternative solution procedures.

Among these are time constraint, indicating that there is a limited time window to solve the

problem under study, resource constraint or being restricted in the computational resources

and problem difficulty i.e. solving a problem that is rather complex in nature. In the following
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sections (2.2.1.2, 2.2.1.3 and 2.2.1.4), three alternative solution techniques are explained.

2.2.1.2 Heuristics

Heuristics are, following the explanation in El-Omari (2021), alternative solution techniques

that aim at finding a (near-)optimal solution to the scheduling problem within a context de-

pendent reasonable time frame. Compared to the class of metaheuristic algorithms described

in the next section, heuristics are deemed to be more context specific (Abdel-Basset et al.,

2018).

Castro and Petrovic (2012) use a combination of mathematical programming and heuristics

to solve the pre-treatment scheduling problem; the heuristics are used to provide an initial

solution that can be used as input to the mathematical programming formulation. Without

using heuristics to come up with a good initial solution, the authors experienced that no

feasible solution could be found within at least three hours by using the IP solver. Even in

the rare case that an initial solution was obtained within a reasonable time frame, acquiring

optimality in a timely manner became the new critical issue. In total, six so called dispatching

rules were developed. These dispatching rules are used to construct a priority list containing

all patients, where the position of each patient in the list denotes its rank when making the

scheduling exercise. Upon iterating over the priority list, each selected patient has its oper-

ations booked in the earliest available timeslots that meet the constraints, hence following

an ASAP procedure. Interestingly, S. Petrovic et al. (2006) used a similar approach to solve

the treatment problem. An overview of the dispatching rules is presented in table 4. The

description of these rules is adapted to the context of this dissertation.
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Dispatching

rule

Abbrev-

iation

Description

Random / The priority list is constructed in a random

manner

Waiting list sta-

tus - earliest due

date first

WLS-EDD Patients are sorted based on their priority

weight wj , that in turn is based on their

treatment intent. In case of indecisiveness,

earliest due date has priority.

Waiting list sta-

tus - latest doctor

appointment

WLS-LD Patients are ranked based on wj . Ties

are broken based on latest estimated* pre-

treatment operation.

Waiting list sta-

tus - latest com-

pletion day

WLS-LC Patients are sorted based on wj . Ties are

broken based on latest estimated* treat-

ment completion day.

Waiting list sta-

tus - earliest doc-

tor appointment

WLS-ED Patients are ranked based on wj . Ties are

broken based on earliest estimated* pre-

treatment operation.

Waiting list sta-

tus - earliest com-

pletion day

WLS-EC Patients are sorted based on wj . Ties are

broken based on earliest estimated* treat-

ment completion day.

Table 4: Dispatching rules (adopted from Castro and Petrovic

(2012))

*Estimations are made by taking into account current capacity on the resources and patient

characteristics.

In the research by Castro and Petrovic (2012), the authors used data from the Nottingham

City Hospital to construct both realistic and non-realistic instances and scenarios. Based on

these instances, it was found that the WLS-LD rule performed best, compared to the other

dispatching rules. To tackle the fact that optimality could not be achieved in a reasonable

time frame, even after constructing an initial solution, a time limit and gap tolerance (120

seconds and 5%, respectively) were set.

Similarly to Castro and Petrovic (2012), Kapamara and Petrovic (2009) used heuristics to

construct an initial solution. A total of four heuristics were defined, combining dispatching

rules and other strategies to construct a priority list of all patients waiting to start treatment.
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When the priority list is established, a greedy approach is used to schedule the operations.

The authors have identified four phases or units in the radiotherapy department; planning

unit, physics unit, pre-treatment unit and treatment unit. Each of these units has a specific

heuristic procedure. Instead of using the initial solution as input to an integer programming

model however, the authors used a hill climbing approach which can be classified as a meta-

heuristic, more specifically a local search algorithm, to further improve the solution. This

iterative improvement method is explained in the section on metaheuristics (2.2.1.3).

A third radiotherapy scheduling usecase of heuristics can be found in Riff et al. (2016).

The authors propose an innovative algorithm, named ‘radiotherapy scheduling with on-the-

fly properties’. This method uses, like Kapamara and Petrovic (2009), a combination of

heuristics and metaheuristics. Similarly to both Castro and Petrovic (2012) and Kapamara

and Petrovic (2009), the patient waiting list is prioritised based on a dispatching rule; the

priority increases when the current day gets closer to the last possible day to start treatment.

The heuristic part of the algorithm applies to this dispatching rule and the greedy manner

in which requests are handled on each day. The greedy approach works as follows. When

iterating through the scheduling horizon, each patient in the current day’s waiting list gets

scheduled, if it adheres to the constraints of the model. If not, he or she is put in the waiting

list for the next day. After the application of the greedy algorithm, a local search method

is implemented. The local search method and its difference compared to the local search

method in Kapamara and Petrovic (2009) are presented in the next section.

2.2.1.3 Metaheuristics

Metaheuristics are, like heuristics, methods that search for a close-to-optimal solution within

a reasonable timeframe. According to Abdel-Basset et al. (2018), the main difference between

the two is that metaheuristics are more problem independent. Hence, they can be applied

to various different optimisation problems with only a few adaptations. In fact, the authors

argue that heuristics can be used by metaheuristics as domain specific building blocks in the

overarching algorithm. Two strategies are often used to describe metaheuristic algorithms.

On the one hand, the intensification strategy has the goal of improving the solution as much

as possible. On the other hand, the diversification strategy searches for different solutions

that are not necessarily better. The need for the latter arises when the possibility exists for

the algorithm to get stuck in a local optimum. By accepting other, possibly worse solutions,

a different area of the search space can be explored and better solutions might be found. An
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illustration can be found in figure 5. If a diversification strategy is applied, point 2 might

be accepted, in spite of it being a worse solution than the local optimum (point 1). By ac-

cepting point 2 as the new incumbent solution, the global optimum (point 3) might be reached.

Figure 5: Local & global optima

Within the broad field of metaheuristics, a first classification can be made based upon whether

or not the algorithm mimics behaviour pertaining to a certain discipline (e.g. nature, physics,

psychology etc.). If so, the metaheuristics are metaphor based. Within the metaphor based

metaheuristics, the techniques can be further categorised based upon the related discipline

that serves as inspiration for the metaheuristic. The most common ones are inspired by nature

(or sometimes named biology). Examples of this last category include genetic algorithms (GA)

and bat algorithms. Non-metaphor based examples are local search (LS), tabu search and

variable neighbourhood search (El-Omari, 2021; Abdel-Basset et al., 2018).

Local search

Both Kapamara and Petrovic (2009) and Riff et al. (2016) incorporate hill climbing, a local

search technique, to improve the performance of their scheduling algorithm after generating an

initial solution using dispatching rules (i.e. heuristics). The basic idea behind hill climbing

is to generate neighbour solutions through for example swapping the appointments of two

patients. Each neighbouring solution is evaluated based on the objective function. If the

evaluation is positive, this solution is now the current or incumbent solution and the previous

steps are repeated until a certain stop criterion is met. Examples of stop criteria include a

maximum number of iterations or an appropriate objective function threshold.

Riff et al. (2016) make use of three different hill climbing methods in their local search al-

gorithm. First, they propose to try swaps between scheduled patients and patients on the

waiting list, or simply to try inserting patients currently on the waiting list into the schedule.
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Since the scheduling approach in this master’s thesis does not use waiting lists, the first hill

climbing method is of little relevance. A second step is to swap the appointments pairwise

between scheduled patients, if possible. It is possible that free timeslots are still present.

Therefore, the third and final step is to try to reschedule appointments into empty timeslots

that occur sooner. In conclusion, their algorithm outperforms the well-known ‘as soon as pos-

sible’ and ‘just-in-time’ approaches based on their testcase data. The hill climbing technique

used in Kapamara and Petrovic (2009) differs slightly for each of the four radiotherapy units

(planning, physics, pre-treatment and treatment), since each unit has some contextual partic-

ularities. The general approach, however, is similar to the third hill climbing algorithm in Riff

et al. (2016); a neighbouring solution is obtained by trying to reschedule an appointment to

an empty timeslot on a previous date. The empirical results further confirm the effectiveness

of a hill climbing algorithm in improving performance.

In Vogl et al. (2019), the authors also use a local search algorithm, an iterated local search to

be precise. In addition, a genetic algorithm and a combination of the (I)LS and GA methods

are presented. The context of the scheduling problem is different, since an ion beam facility

does not use linear accelerators. Instead, one particle accelerator is used. The accelerator is

located in a central room and is connected to several treatment rooms. However, as pointed

out by Abdel-Basset et al. (2018) and El-Omari (2021), metaheuristics can be applied across

various scheduling problems. Therefore, their approach is further elaborated on. In order

to successfully apply each of the three proposed metaheuristic algorithms (ILS, GA and the

combination of both), an initial solution has to be constructed. This is done in a partly greedy

and partly random manner. Because of the specific and different context of the scheduling

problem, the details are here not discussed. Regarding the local search step, a different

approach is taken compared to Kapamara and Petrovic (2009) and Riff et al. (2016). A

variable neighbourhood descent technique is applied in the local search algorithm, which is a

variation of the hill climbing method.

Genetic algorithm

A genetic algorithm is a metaphor based evolutionary metaheuristic algorithm. The complete

set of evolutionary algorithms “mimics or simulates the biological progression of evolution at

the cellular level employing selection, crossover, mutation, and reproduction operators to

generate increasingly better candidate solutions (chromosomes)” (Abdel-Basset et al., 2018,

p. 188). Genetic algorithms are the most popular of all evolutionary algorithms. The notion of

population, chromosomes and genes is critical in understanding the algorithm. A population is

formed by chromosomes and represents the solution to the problem under study. An example

25



in the context of radiotherapy scheduling could be that each chromosome is constituted of

the operations for all patients, i.e. operation-based representation (D. Petrovic et al., 2009).

The chromosome itself is comprised of genes, which then relate to operations separately in the

radiotherapy setting. In order to create several different solution possibilities to select from,

the following operators are typically defined in genetic algorithms: selection, crossover and

mutation. Crossover mechanisms allow certain genes from two selected chromosomes to be

swapped. Mutation, on the other hand, allows for the changing of genes within a particular

chromosome. Genetic algorithms are widely used within the radiotherapy scheduling domain,

both for offline (D. Petrovic et al., 2011; Castro and Petrovic, 2011; Vogl et al., 2019) and

online (Legrain, Widmer, et al., 2015; Chang et al., 2020) procedures.

2.2.1.4 Batch

Another possibility to alleviate the time and resource burden is to make use of the available

information in an iterative manner. This approach is an extension on the batch scheduling

method presented in Pham et al. (2021). Similarly to that approach, treatment requests are

accumulated over a specific time period. Then, the scheduling exercise is made for this batch

of requests. The difference between the method used in this master’s dissertation and the one

described by Pham et al. (2021) is the utilisation of (part of) the available information on

future patient arrivals. In Pham et al. (2021), no such information is used and the scheduling

approach is essentially oblivious to future arrivals. In this manuscript however, arrivals be-

yond the scheduling horizon are taken into account. In each iteration, it is subsequently not

only the scheduling horizon that moves forward, but also the period of future arrivals, named

the future horizon. As an illustration (see figure 6), take a scheduling horizon of 5 working

days and a future horizon of 15 working days. Upon moving forward from t = 1 to t = 2, the

scheduling horizon changes from days 1-5 to days 6-10 and the future horizon advances from

days 6-20 to 11-25. Consequently, the total horizon is 20 working days each time. The batch

scheduling algorithm used in this dissertation is further explained in section 4.1.
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Figure 6: Scheduling horizon & future horizon

2.2.2 Online and online stochastic

As explained in section 2.1.4, online scheduling indicates that a patient immediately receives

the bookings of its (pre-)treatment sessions upon request. In contrast to offline scheduling,

no information about patients arriving afterwards is available. As a consequence, online

scheduling is inherently inferior to offline scheduling in terms of performance on important

objectives, such as minimising total waiting time for all patients over a period of time. In

order to overcome at least part of this drawback, stochastic information on patient arrivals

can be used. Online stochastic scheduling is not exclusively used in radiotherapy scheduling

problems, but also in nuclear medicine (Pérez et al., 2013), packet scheduling (Bent & Van

Hentenryck, 2005), vehicle routing (Van Hentenryck et al., 2010), kidney transplantation

(Awasthi & Sandholm, 2009) and other disciplines.

The solution algorithms for online scheduling are similar to those used in offline scheduling.

Therefore, the division in subsections based on the different methods is no longer explicitly

made. Instead, the distinctive features of online and online stochastic solution procedures

are emphasised. It can be seen throughout this section that some authors directly apply the

offline techniques. In that case, in addition to the patient requesting treatment, different

scenarios are used to generate potential future patient arrivals.

In Legrain, Fortin, et al. (2015), patients are given a schedule for their appointments quickly

after they arrive at the radiotherapy department. The schedule refers to a first day of treat-

ment and a timeslot. Instead of directly developing an online stochastic solution method, the

authors start from a version where the complete patient set is known, i.e. offline. They then

successively adapt the algorithm to perform an online and online stochastic optimisation.

Consequently, Legrain, Fortin, et al. (2015) provide an excellent view of how offline, online
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and online stochastic methods are related. To avoid computational issues during execution of

the optimisation in the offline procedure, the set of feasible schedules for a patient is updated

by using column generation. A schedule is feasible when it falls on or after the release date

(end of pre-treatment phase) and before the deadline of first treatment session plus some

constant parameter that denotes how much the actual first day of treatment can deviate from

the deadline. With regard to the online algorithm, both a tailored greedy and a primal-dual

algorithm are proposed. The greedy algorithm is the one used by their partnering hospital. It

gives results that are very similar to an ASAP procedure. The online stochastic solution tech-

nique is based on the formulation of the offline model but includes scenarios of future patient

arrivals and also uses a primal-dual algorithm. A larger set of future scenarios will naturally

lead to better results while negatively impacting the time needed to solve the problem. The

procedure is split up into two variations; one variation assumes that all lower-priority patients

are known in advance, the other one does not make this assumption. Unsurprisingly, the for-

mer produces better results. The stochasticity in these approaches refers to uncertainty in

patient arrivals, their priority and their treatment duration.

Legrain, Widmer, et al. (2015) build upon the research of Legrain, Fortin, et al. (2015). They

include the pre-treatment phase and adapt the online stochastic procedure in order to fit

the problem description. In addition, a genetic algorithm is proposed. Chang et al. (2020)

also make use of a genetic algorithm and they use scenarios to take into account stochastic

information.

Similarly to Legrain, Fortin, et al. (2015), the authors in Pham et al. (2021) present offline,

online and online stochastic procedures. The online procedure is based on a greedy heuristic

that produces results similar to an ASAP algorithm. With respect to the online stochastic

procedure, the authors utilise a different approach compared to what has been done before.

Instead of creating scenarios of future arrivals by sampling, the authors build and train

machine learning models by solving an IP formulation with complete historical data sets as

input. These models are consequently used to predict the preferred first day of treatment.

An overview of the methods used in the literature on scheduling in radiotherapy is given

in table 5. In chapter 4, three solution algorithms are developed; an offline (batch), online

(heuristic) and an online stochastic procedure.
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Paper Heuristics GA LS Batch

Kapamara and

Petrovic (2009)

x x

D. Petrovic et al.

(2011)

x

Castro and Petrovic

(2011)

x

Castro and Petrovic

(2012)

x

Riff et al. (2016) x x

Vogl et al. (2019) x x

Pham et al. (2021) x x

Legrain, Fortin, et

al. (2015)

x

Legrain, Widmer, et

al. (2015)

x

Chang et al. (2020) x

Table 5: Offline solution methods - overview

GA = genetic algorithm; LS = local search
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2.3 Contributions and research questions

Regarding the pre-treatment and treatment phase in radiotherapy scheduling, Kapamara et

al. (2006) stated that it is preferable to consider both phases simultaneously. However, the

existing literature is primarily focused on scheduling problems in the treatment phase. In fact,

only D. Petrovic et al. (2011) and Legrain, Widmer, et al. (2015) successfully integrate both

phases. In relation to offline and online (pre-)treatment scheduling, few papers consider the

online paradigm. Furthermore, the literature study has shown that a dynamic or stochastic

approach, whereby the impact of today’s scheduling decisions on future arrivals is incorpo-

rated, provides better results in comparison to a myopic approach. Most recent studies on

the topic have incorporated this view. Synthesizing these findings indicated the direction of

this dissertation. To the best of our knowledge, Legrain, Widmer, et al. (2015) is the only

existing study that effectively solves the pre-treatment and treatment simultaneously and in

an online stochastic manner. The main disadvantage of the model proposed in their study

is that their model is tailored specifically to the Centre Intégré de Cancérologie de Laval

(CICL), a Canadian health centre. For the pre-treatment phase for example, it is sufficient to

compare the pre-treatment phase in Legrain, Widmer, et al. (2015) to the one in Castro and

Petrovic (2012) to understand that various hospitals organise the radiotherapy department

differently.

Therefore, in relation to the radiotherapy scheduling literature, the contributions of our study

are threefold:

1. A general purpose mathematical model is developed that integrates the pre-treatment

and treatment phase in radiotherapy. Furthermore, the model is tested in a variety of

experiments using real-world data.

2. A contribution to the growing literature on stochastic radiotherapy scheduling is made

by developing a stochastic algorithm.

3. In addition to an offline technique, online solution techniques are presented, hereby

contributing to the scarce literature on online radiotherapy scheduling.

In order to successfully materialise these contributions, the following research questions are

defined:

RQ 1: Can we formulate a general purpose model that includes characteristics of

both the pre-treatment and treatment phase?
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RQ 2: Can we subsequently solve this model in an online stochastic manner?

In chapter 3 of this dissertation, a mathematical model formulation is proposed as a response

to RQ 1. In response to RQ 2, an offline, online and online stochastic procedure are introduced

in chapter 4. The mathematical model and solution techniques are tested in chapter 5.
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3 Problem definition and formulation

The principal goal of scheduling practices in radiotherapy is to aid in the provision of effective

and efficient healthcare treatment to patients. In order to achieve this objective, patients have

to receive timely appointments for their (pre-)treatment operations. The literature suggests

that the best way to guarantee the performance of the scheduling practices is to include the

minimisation of waiting times or related concepts (S. Petrovic et al., 2006). A distinction

is often made between allocation scheduling and advance scheduling. In this study, the

definitions of Saure et al. (2012) are used. The authors state that allocation scheduling involves

the allocation of resources and time slots to patients on the day of service, once all patients

to be served on that day are known. This is in contrast to advance scheduling, where patients

receive appointments prior to the service date. In this dissertation, an advance scheduling

problem is studied. Section 3.1 defines the problem description and some key assumptions of

the scheduling problem under study. This allows to create a common understanding of the

problem under study and to set the stage for the mathematical model formulation presented

in section 3.2.

3.1 Problem description

As mentioned in section 2.3, the literature indicates that scheduling procedures in radiother-

apy departments can differ substantially. With regard to the problem description, the aim of

this dissertation is hence to present a model that is flexible and able to cater to the needs of

individual medical centres. As described in section 2.1.2, a distinction can be made between

the pre-treatment and treatment phase. The pre-treatment phase includes all preparatory

operations that are necessary to successfully commence the actual administration of the ra-

diation doses, i.e. the treatment phase. To accurately model the pre-treatment pathway, the

research from Castro and Petrovic (2012) is primarily used. Regarding the treatment phase,

the main source of inspiration is the problem description presented by Pham et al. (2021).

In the following paragraphs, fundamental concepts underlying the problem description are

explained.

Patients in the radiotherapy department are typically classified into various categories, de-

pending on factors such as treatment intent, waiting list status, etc. Each of these categories

is paired with a set of characteristics, e.g. waiting time target and patient priority. In the

literature, several classifications exist, reflecting the differences in radiotherapy departments.
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In this study, patient categories are defined based on their treatment intent, following the

guidelines in AZ Sint-Lucas. Three groups exist: palliative patients, curative patients and

patients with definitive tumor control. The last two groups share the same characteristics.

Therefore, they are sometimes referred to as non-palliatives, as opposed to palliatives. Ad-

ditionally, emergency patients are treated on an ad-hoc basis, meaning that they will always

receive timely treatment by using overtime capacity if needed. These patients are therefore

not explicitly included in the model.

The literature study revealed that there is no singular correct way to model the pre-treatment

phase. As a result, the problem is described in broad terms, in order to allow for a straight-

forward tailoring to specific hospitals. First, figure 7 illustrates that for each pre-treatment

operation, various resource requirements can exist. Every resource requirement can be ful-

filled by one or more resources. This flexible approach leaves room for pools of resources

consisting of multiple eligible resources for a certain resource requirement (e.g. a pool of

eligible nurses for the human resource requirement). At the same time, it is possible that

only 1 resource meets the qualifications to serve a certain task, e.g. a scanner machine. In

that case, that scanner is the only resource in the eligible machines pool. Both situations are

effectively conceptualised in the model. The constructs of resource requirements and eligible

resources are derived from Vogl et al. (2019).
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Figure 7: Resource levels

Secondly, a hybrid form of block-scheduling is used, following the method of Castro and Petro-

vic (2012). This indicates that timeslots are defined for each resource. Each pre-treatment

task has to be scheduled in one of these timeslots. However, the difference with a more con-

ventional block-scheduling system is that the actual starting and end time of a pre-treatment

operation need not be exactly equal to the start and end time of the slot. This ensures that

operations of different duration but with the same resource requirements are effectively mod-

elled. As an example, figure 8 shows the available morning slots on Monday for a certain

resource and two tasks with a different duration to be planned. Task A has a duration of

45 minutes and task B takes 1 hour and 15 minutes to be completed. By defining multiple

slots with a duration that is a multiple of some base duration, every task can be booked. It

is worth noting that the base duration should be smaller than or equal to the shortest task

to be scheduled on a resource, in order to make sure that enough slots are defined. After

scheduling task A in slot 5 and task B in slot 9, the resource has no capacity left. This can

be seen in the second part of figure 8. When the resource is fully utilised, a mechanism has

to be in place to ensure that no additional tasks are booked on the remaining slots. In the

mathematical formulation (section 3.2), this is accomplished by equations 6.
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Figure 8: Hybrid block-scheduling

Additionally, time window constraints are defined. First, it is assumed that pre-treatment

operations can have a certain lead time, in addition to the duration of the operation. This

concept is taken directly from Castro and Petrovic (2012). In their research, the example

is given for the beam direction shell operation. The duration of this operation is only one

hour. However, it takes an additional 24 hours for the device to be hardened and ready to

use. A second time window constraint relates to the connection between the pre-treatment

and treatment phase. The assumption is made that the treatment phase has to start within

a certain amount of time after completing the final pre-treatment task. The idea behind this

is to ensure the validity of the parameters when starting the treatment.

The elements described above serve as input to the pre-treatment part of the scheduling

problem. As output, each patient receives precise timestamps that indicate when (s)he has

to undergo his or her pre-treatment operations. Furthermore, for each operation and each re-

source requirement, one eligible resource is chosen to assist in the execution of that operation.

In the following paragraphs, the input for the treatment phase is presented. The goal of that

part of the scheduling problem is to provide each patient with a day for its first treatment

session. In addition, the linear accelerator that will be used throughout the entire treatment
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phase of that patient is determined.

In this dissertation, the approach used for the treatment phase largely follows the perspective

of Pham et al. (2021). The output relating to patient scheduling for the treatment phase

only involves the start date of treatment, with each patient receiving a day for their first

fraction administration. The exact starting time is provided later, when linear accelerator

appointments are booked for all patients for a given day or week (cf. allocation scheduling).

Unlike the approach taken by the authors in Pham et al. (2021), this dissertation does not

reserve specific slots for palliative patients, as AZ Sint-Lucas currently does not follow this

policy. Nonetheless, the model presented in chapter 3.2 can be extended to accommodate a

similar policy if necessary. To give a patient an appointment on a linear accelerator for their

first fraction, it has to be ensured that this patient can continue to receive the remainder

of its treatment on the same linear accelerator. Therefore, linac capacities form a critical

component of the input. In figure 9, an illustration for a situation with one linac is given.

The treatment duration for a certain patient is 4 days. This means that the earliest feasible

day to start treatment is day 4. Starting earlier would mean that the patient’s treatment is

interrupted on day 3, as there is no capacity left on that day.

Figure 9: Linac capacities, based on Pham et al. (2021)

Furthermore, it is common practice in the literature to double the fraction duration of the

first fraction (e.g. Conforti et al., 2011; Saure et al., 2012). The motivation behind this is

that it allows for a set-up of the linear accelerator and parameter verification.

Finally, the term ‘no-show’ is used to refer to a situation where a patient fails to attend their

scheduled appointment (Diamant et al., 2018). No-shows have the possibility to negatively

impact utilisation rates of the resources. Fortunately, consultation with a health practitioner

learned us that no-shows are almost non-existent in the radiotherapy department. Conse-

quently, it is assumed that patients always arrive at their assigned appointments.
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3.2 Mathematical formulation

In this section, the mathematical formulation of the problem description given in 3.1 is pre-

sented. The problem is formulated as an integer linear programming (ILP) model. This

means that all variables are integers, either binary or positive and without upper bound. In

addition, the linearity assumption states that the objective function and all constraints are

linear. As described in the literature overview in chapter 2, research was conducted into both

the pre-treatment and the treatment phase as well as into their integration. To accurately

model the pre-treatment pathway, Castro and Petrovic (2012) served as the main source of

inspiration. The treatment phase on the other hand is based upon the mathematical for-

mulation in Pham et al. (2021). Additionally, extra constraints are added to reinforce the

integration of both. It is worth noting that extensive adaptations have been made to the

models by Castro and Petrovic (2012) and Pham et al. (2021), in order to match the problem

description. For example, to add a level of generality to the pre-treatment phase that is not

present in Castro and Petrovic (2012), extra notation based on Vogl et al. (2019) has been

included.

3.2.1 Sets

First, the notation of all sets is given. P, E and O are taken integrally from Castro and

Petrovic (2012), while K and V stem from Pham et al. (2021), albeit having different notation.

The sets of pre-treatment resource requirementsM and pre-treatment resources I relate to the
concept of resource requirements and individual resources stated in the problem description

and are originally deducted from Vogl et al. (2019). Q consists of elements that each exist

of two pre-treatment operations l and l′ from a certain patient j ∈ P, indexed by a tuple

((j, l), (j, l′)) and where task l has to be finished before l′ can start. Hence, set Q denotes the

existing precedence relations between pre-treatment operations from all patients.

K: set of working days in the planning horizon.

P: set of patients.

E : set of all free time slots.

M: set of pre-treatment resource requirements

I: set of pre-treatment resources
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O: set of pre-treatment operations.

Q: set of precedence relations between pre-treatment operations.

V: set of linear accelerators (linacs).

3.2.2 Parameters

Secondly, an overview of the different parameters used in the model is given. They are grouped

in smaller subclasses that relate to a particular modelling aspect.

3.2.2.1 General parameters

A general parameter that is not specifically related to any modeling concept is M .

M : big M parameter, used in constraints 6, 7, 8 and 11a. The value of this parameter

is arbitrarily large.

3.2.2.2 Parameters regarding patient information

The due date dj of a patient is the day by which the first radiation fraction has to be delivered.

Some countries have strong guidelines on the target waiting times or correspondingly the due

dates. For example in the UK, the Joint Collegiate Council for Oncology sets waiting time

targets. In Belgium however, the guidelines are less strict and the treating hospital is the

primary decision maker. Weights wj are assigned to patients on a similar basis as due dates,

i.e. based on treatment intent. The release date of a patient aj is the earliest day on which

he or she can start the pre-treatment pathway. TWj represents the fact that the last pre-

treatment phase, simulation of the isocentre, has to be followed by the first radiation fraction

in a timely manner, to guarantee parameter validity.

dj : due date of patient j ∈ P (set as day).

wj : priority weight of patient j.

aj : release date of patient j.

TWj : maximum time (in days) between the final pre-treatment step and the day of first

fraction.
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3.2.2.3 Parameters regarding pre-treatment operations

sj represents the amount of tasks or operations in the pre-treatment phase that are subject to

scheduling, i.e. those tasks that require the assignment of a definitive timeslot, starting time

and one or more resources. Oj then indicates the operations or tasks, subject to scheduling,

of a patient j. Each operation has certain resource requirement(s), denoted by Mjl. For a

given resource requirement, Ijlm provides a pool of resources that meet the eligibility criteria

(cf. figure 7). If only one resource is eligible, then |Ijlm| = 1. pjl expresses the duration of

each operation, in minutes. The lead time of an operation is the minimum time that has to

elapse between this operation and the next. W1jl and W2jl both represent the same concept,

but with a different granularity.

sj : number of pre-treatment operations of patient j.

Oj : set of pre-treatment operations of patient j. Oj ∈ O

Mjl: set of resource requirements for processing operation l ∈ Oj of patient j. Mjl ∈M

Ijlm: set of eligible resources for the l’th operation of patient j and resource requirement

m ∈Mjl. Ijlm ∈ I

pjl: processing time of operation l of patient j (in minutes).

W1jl: lead time of operation l of patient j (in minutes).

W2jl: lead time of operation l of patient j (in days).

3.2.2.4 Parameters regarding treatment operations

The capacity of each linear accelerator on a given day is represented by Ck
v and it is expressed

as an integer that relates to the number of base timeslots that are available. Each fraction

of a patient has a duration expressed as a number of base timeslots: zj . The total amount of

fractions that a patient has to receive, i.e. the number of successive days that a patient has

to be treated on a linac is represented by nj .

Ck
v : capacity of linac v ∈ V on day k ∈ K (in number of base timeslots).

zj : duration of each fraction of patient j (in number of base timeslots).

nj : number of treatment operations of patient j, i.e. the number of fractions each

patient has to receive.
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3.2.2.5 Parameters regarding timeslots

The concept of timeslots is heavily based on Castro and Petrovic (2012). The authors defined

timeslots for every resource. In this master’s dissertation, an index to denote the day was

added with the purpose of making the implementation in software programs more straight-

forward and to make the formulation ever so slightly easier to comprehend.

Eijl represents the set of timeslots of a resource that are feasible to perform a particular pre-

treatment operation. Slot Siek ∈ Eijl is feasible for pre-treatment operation l of patient j, if

the duration of the operation does not exceed the duration of the timeslot and if the timeslot

is on or after the patient’s release date aj .

Siek: slot e of day k of resource i, Siek ∈ E .

Eijl: set of feasible slots for (pre-treatment) operation l of patient j and resource i.

τ(Siek): the time elapsed from the beginning of the scheduling horizon to the start of

slot Siek (in minutes).

τ(Siek): the time elapsed from the beginning of the scheduling horizon to the end of

slot Siek (in minutes).

τ(Siek): duration of slot (Siek); τ(Siek) = τ(Siek)− τ(Siek) (in minutes).

3.2.3 Decision variables

Thirdly, the decision variables are presented. A useful distinction can be made between

primary and secondary decision variables. The former has meaning in the problem context,

whereas the latter serves the sole purpose of modelling the desired structure in a set of

equations.

3.2.3.1 Primary decision variables

It is important to understand the interaction between xjlmiek and tjlmi. If xjlmiek = 1,

operation l of patient j will be performed in timeslot Siek ∈ Eijl for a resource requirement

m. Subsequently, tjlmi will lie between τ(Siek) and τ(Siek) and it has to be made sure that

the completion time of the operation (i.e. tjlmi + pjl) does not exceed τ(Siek), which is the

end time of the timeslot. In section 3.2.5, the necessary constraints to model this behaviour

are explained. Both variables relate to scheduling of the pre-treatment tasks. The tardiness
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(i.e. positive lateness) of a patient, Lj , is the positive difference between the day of the

first fraction dose and the due date of the patient. Hereby, a deviation is made from Castro

and Petrovic (2012) who use the lateness, both positive and negative, of a patient. In the

remainder of this dissertation, the terms lateness and tardiness will be used interchangeably,

but always referring to the positive lateness of a patient. xjkv denotes whether or not a patient

receives its first radiation treatment session on day k on linac v. If so, the patient will be

scheduled on that linac for the nj − 1 days thereafter as well. This is not shown by means of

a decision variable. Instead, this behaviour is modelled by using a specific set of constraints

(cf. section 3.2.5).

xjlmiek =


1, if the l’th operation of patient j is processed in timeslot

Siek ∈ Eijl for resource requirement m ∈Mjl

0, otherwise

tjlmi: the time elapsed from the beginning of the scheduling horizon to the start of

operation l from patient j on resource i for resource requirement m (in minutes). tjlmi ≥
0

Lj : tardiness of patient j (in days) Lj ∈ Z. Lj ≥ 0

Uj =

1, if patient j exceeds the waiting time target and hence has Lj > 0

0, otherwise

xjkv =

1, if patient j receives their first fraction on day k on linac v

0, otherwise

3.2.3.2 Secondary decision variables

Both secondary decision variables are used to model an either-or structure on a set of two

constraints. This means that either the first constraint will always be satisfied and the second

has to be adhered to, or the other way around, depending on the value of the decision variable.

These variables are to be combined with a big M parameter to ensure the correct functioning.

bjflgmni:

1, if constraint 6b has to be adhered to

0, if constraint 6a has to be adhered to

bj :

1, if constraint 7d has to be adhered to

0, if constraint 7c has to be adhered to
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3.2.4 Objective function

In this dissertation, an optimisation problem with several objectives is considered. Inspira-

tion is taken from Castro and Petrovic (2012) and the objectives have been proposed to the

head of quality at the radiotherapy department in AZ Sint-Lucas to determine the relative

importance of each objective. It was asked whether it is preferred to have for example one

patient with a delay of three days or three patients with a delay of one day each. In practice,

neither of these situations are desired. Therefore, it is decided to assign weights G1 and G2 to

each part of the objective function respectively. The first objective, the first term in (1), is to

minimise the weighted amount of patients that exceed the waiting time targets. If only this

part of the objective would be included in the model, it is theoretically possible that an exor-

bitant situation like the following will occur. Imagine that the capacity in the radiotherapy

department is not sufficient to schedule all patients on time, or that the patient inflow is too

high for a given capacity. In that case, a model including the first term of the objective as the

sole objective, tries to minimise the amount of patients that experience a delay, independent

of the size of the delay. Subsequently, it is possible that one patient has a tardiness of 10 days,

while all other patients can start treatment on time. For the same data instance, scheduling

two patients with a delay of 1 day each was also possible and arguably better. However, this

outcome is disregarded by not taking into account the second term. Therefore, it is critical

to include both terms in the objective. The second term of the objective function minimises

the total weighted tardiness of all patients. Furthermore, the denominator (the weighted

sum over all patients of the maximum tardiness of each patient) in this term is included to

normalise the term. This is necessary to determine the values of G1 and G2 (cf. section 5.1.3).

minimise G1 · (
∑
j∈P

wj · Uj)/
∑
j∈P

wj

+G2 ·
∑
j∈P

(wj · Lj)/
∑
j∈P

((max(K)− dj) · wj)
(1)
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3.2.5 Constraints

In this section, the constraints of the optimisation model are given. The combination of all

constraints ensures that the model follows the principles outlined in section 3.1.

Equation 2 ensures that each operation is assigned exactly one slot. Note that the equation

is an equality. This assumes that the horizon is large enough to ensure that every patient can

and will receive appointments for its pre-treatment operations. Furthermore, the assumption

is made that for each resource requirement m, one and only one of the eligible resources is

used. Hence the summation of i over Ijlm.

∑
i∈Ijlm

∑
Siek∈Eijl

xjlmiek = 1 ∀j ∈ P; l ∈ Oj ;m ∈Mjl (2)

By using equation 3, it is ensured that the limit of each timeslot’s capacity is not exceeded.

∑
j∈P

∑
l∈Oj

∑
m∈Mjl

[pjl · xjlmiek] ≤ τ(Siek) ∀Siek ∈ E (3)

Equations 4a and 4b make sure that the starting time of each operation is constrained within

the allocated feasible timeslot’s interval. If resource i is not used for a certain resource re-

quirement m for operation l of patient j, tjlmi will be equal to 0 according to these equations.

It is important to remember this, since it will be used in some of the following constraints.

∑
Siek∈Eijl

[τ(Siek) · xjlmiek] ≤ tjlmi ∀j ∈ P; l ∈ Oj ;m ∈Mjl; i ∈ Ijlm (4a)

tjlmi ≤
∑

Siek∈Eijl

[(τ(Siek)− pjl) · xjlmiek] ∀j ∈ P; l ∈ Oj ;m ∈Mjl; i ∈ Ijlm (4b)

Equation 5 guarantees that the pre-treatment pathway of each patient is carried out in the

correct order and with an accurate time window structure. The summation of i over Ijlm has
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to be included because one and only one resource will be used for each resource requirement

m and tjlmi will be equal to zero for the other resources.

∑
i∈Ijlm

tjlmi + pjl +W1jl ≤
∑

i′∈Ijl′m′

tjl′m′i′

∀j ∈ P; ((j, l), (j, l′)) ∈ Q;m ∈Mjl;m
′ ∈Mjl′

(5)

Equations 6 prevent a given resource from processing more than one operation at a time.

These constraints are rather complex and it might be difficult to grasp the logic behind them.

Therefore, a brief explanation is given. For now, imagine that the last term in both equations

is not included. In equation 6a, it is then stated that the starting time of operation g from a

patient f on resource i has to be larger than or equal to the starting time of an operation l

from patient j on the same resource i plus the processing time of operation l from patient j.

However, when operation g is not processed on resource i, tfgni will be zero and the equation

might cause infeasibility without the inclusion of the term −(1−
∑

Siek∈Eifg xfgniek) ·M . For

equation 6b, the same reasoning applies. It is critical to realise that jlm cannot be equal to

fgn, since it that case, exactly the same operations are concerned and tfgni has to be equal

to tjlmi. A final note is the inclusion of the last term in both equations. They are necessary

to have the correct either-or structure.

tfgni ≥ tjlmi + (pjl ·
∑

Siek∈Eijl

xjlmiek)− (1−
∑

Siek∈Eifg

xfgniek) ·M − bjflgmni ·M

∀j, f ∈ P; l ∈ Oj ; g ∈ Of ;m ∈Mjl;n ∈Mfg; jlm ̸= fgn; i ∈ {Ijlm ∩ Ifgn}
(6a)

tjlmi ≥ tfgni + (pfg ·
∑

Siek∈Eifg

xfgniek)− (1−
∑

Siek∈Eijl

xjlmiek) ·M − (1− bjflgmni) ·M

∀j, f ∈ P; l ∈ Oj ; g ∈ Of ;m ∈Mjl;n ∈Mfg; jlm ̸= fgn; i ∈ {Ijlm ∩ Ifgn}
(6b)

Constraints 7 specify the tardiness of each patient. Tardiness is defined as the positive differ-

ence between the actual waiting time for administration of the first radiation fraction and the

waiting time target. The due date dj of a patient is based on the waiting time target and the

release date aj . Equation 7a ensures that the tardiness of each patient is larger than or equal

to the difference between the day of the first treatment session and the due date. According

44



to this equation in isolation, the tardiness can be negative, if the patient is scheduled before

the due date. Therefore, equation 7b is included. At this point, there is no upper bound on

the value of Lj . Inequalities 7c and 7d ensure that the tardiness of a patient is either smaller

than or equal to the difference between the day of the first treatment session and the due

date, or smaller than or equal to zero. Combining all four constraints results in the correct

behaviour; if a patient is scheduled before or on the due date, the tardiness will be zero and

otherwise, it will be exactly equal to the difference between the actual waiting time and the

waiting time target.

Lj ≥
∑
k∈K

∑
v∈V

[xjkv · (k − dj)] ∀j ∈ P (7a)

Lj ≥ 0 ∀j ∈ P (7b)

Lj ≤
∑
k∈K

∑
v∈V

[xjkv · (k − dj)] +M · bj ∀j ∈ P (7c)

Lj ≤ 0 +M · (1− bj) ∀j ∈ P (7d)

In order to keep record of how many patients exceed their respective waiting time targets, the

binary decision variable Uj has been introduced. Constraints 8 set the value of this variable

accordingly. If Lj is equal to zero, Uj has to be equal to zero as well. If, on the other hand

Lj is larger than zero, Uj should be equal to 1.

Uj ≤ Lj ∀j ∈ P (8a)

Lj ≤ Uj ·M ∀j ∈ P (8b)

When two or more resources are needed to process an operation, the starting time of the

operation has to be the same on all resources. This is accomplished by equation 9.

∑
i∈Ijlm

tjlmi =
∑

i′∈Ijlm′

tjlm′i′

∀j ∈ P; l ∈ Oj ;m,m′ ∈Mjl

(9)
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Equation 10 makes sure that all patients receive a date for their first treatment session.

At this stage, this appointment is merely a day. A specified appointment hour will be de-

cided and communicated by the radiotherapy department later, when a lower level allocation

scheduling practice is performed.

∑
k∈K

∑
v∈V

xjkv = 1 ∀j ∈ P (10)

The lead time, in days, of the last pre-treatment operation is presented by W2jsj . Fur-

thermore, the maximum time between this operation and the start of the treatment phase is

given by TWj . Equations 11 ensure that the first radiotherapy session is planned within the

corresponding timeframe related to the final pre-treatment session. Inequality 11a models the

minimum time that has to elapse between pre-treatment completion and start of treatment.

Usually, a minimum amount of days is necessary to allow the medical staff at the radiotherapy

centre to prepare the treatment and validate the patient’s parameters. Equation 11b, on the

other hand is included to prevent the model from scheduling the first fraction delivery at an

unacceptably late date after the pre-treatment completion. Including both equations for only

one resource requirement is sufficient, because the other constraints in the model ensure the

correct functioning for the other resource requirements.

∑
i∈Ijsj1

∑
Siek∈Eijsj ;(k≤k′)

[k · xjsj1iek] +W2jsj − (1− xjk′v) ·M ≤ k′ · xjk′v

∀j ∈ P; k′ ∈ K; v ∈ V
(11a)

∑
i∈Ijsj1

∑
Siek∈Eijsj ;(k≤k′)

[k · xjsj1iek] + TWj ≥ k′ · xjk′v

∀j ∈ P; k′ ∈ K; v ∈ V
(11b)

Although only the first day of the treatment phase is being explicitly scheduled, the sub-

sequent days have to be taken into account as well. To accommodate for this, constraints 12a

and 12b ensure that sufficient capacity is available on the designated linear accelerators over
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the full length of each patient’s treatment phase. In Pham et al. (2021), the constraint was

originally modelled (using the notation from this dissertation) as:∑
j∈P

∑k
k′=max(0,k−nj+1)[zj · x

j
k′v] ≤ Ck

v ∀k ∈ K, v ∈ V
This equation functions perfectly when every fraction in a patient’s treatment pathway has

the same duration equal to zj . However, the first session requires twice that duration, in

order to perform a set-up and additional validation of critical parameters. Accordingly, the

equation has been altered to include this functionality. The result can be seen in constraints

12. In (12a), summation in the first term is done with an upper bound k − 1 instead of k.

Moreover, a second term has been added to model the double duration of the first fraction

delivery. Using only this constraint and over all days in the horizon would result in infeasi-

bility as k′ must not be equal to −1. Subsequently, equation 12a is only valid for k ∈ K\{0}
and equation 12b has been added for the special case where k = 0. The attentive reader will

notice that when nj = 1, max(0, k−nj +1) is smaller than k−1 and thus the lower bound of

the summation is larger than the upper bound in that case. Although not visually pleasing,

this does not provide any issues as the resulting sum is referred to as a ‘nullary sum’ and is

equal to zero by definition (Harper, 2016, p. 119).

∑
j∈P

k−1∑
k′=max(0,k−nj+1)

[zj · xjk′v] +
∑
j∈P

[(2 · zj) · xjkv] ≤ Ck
v

∀k ∈ K\{0}, v ∈ V

(12a)

∑
j∈P

[(2 · zj) · xj0v] ≤ C0
v ∀v ∈ V (12b)
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Finally, equations 13 ensure that the decision variables xjlmiek, Uj and xjkv are binary and

that decision variables tjlmi and Lj are larger than or equal to zero.

xjlmiek ∈ {0, 1} ∀j ∈ P; l ∈ Oj ;m ∈Mjl; i ∈ Ijlm;Siek ∈ Eijl (13a)

tjlmi ≥ 0 ∀j ∈ P; l ∈ Oj ;m ∈Mjl; i ∈ Ijlm (13b)

Lj ≥ 0 ∀j ∈ P (13c)

Uj ∈ {0, 1} ∀j ∈ P (13d)

xjkv ∈ {0, 1} ∀j ∈ P; k ∈ K; v ∈ V (13e)
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4 Solution techniques

In this chapter, three solution procedures are presented; an offline, online and online stochastic

procedure. The offline procedure is a batch algorithm and is presented in 4.1. Additionally,

the developed online algorithm follows an ASAP paradigm and is proposed in section 4.2.

Finally, section 4.3 discusses the online stochastic procedure. It is worth mentioning that

these techniques are presented on a high level in this chapter. In chapter 5, the procedures

are tailored to AZ Sint-Lucas and detailed pseudocode representations are given.

4.1 Batch procedure

Building upon the batch scheduling paradigm discussed in the section 2.2.1.4, the batch al-

gorithm developed in this dissertation is hereby presented. As stated in chapter 2, the full

offline method for scheduling all patients over the course of a year is intractable. There-

fore, an alternative solution that is able to alleviate the time and resource burden had to be

constructed. In this dissertation, the batch procedure is chosen to accomplish this purpose.

The proposed algorithm is straightforward to implement and results can be achieved within

a reasonable timeframe. Moreover, it is expected to provide a better approximation of the

full offline solution than the other alternatives (heuristics and metaheuristics). Consequently,

this technique serves as a lower bound when comparing with the online and online stochastic

method. A graphical illustration of the procedure is given in figure 10.
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Figure 10: Batch procedure

Treatment requests are accumulated over a specific time period, conveniently named the

scheduling horizon. In addition to this, arrivals beyond the scheduling horizon are also taken

into account. We call this period the future horizon. Consequently, the batch consists of

two parts; those treatment requests arriving during the scheduling horizon and those that

arrive during the future horizon. Then, the scheduling exercise is made for the entire batch

of requests. Instead of fixing the schedule for each of these requests, only patients requesting

treatment in the scheduling horizon receive a fixed schedule (patients 1 to x in the figure).

By including the second part of the batch as input to the ILP solver, the solver schedules

patients from the scheduling horizon by explicitly considering the impact on patients that

request treatment during the future horizon (patients x+1 to y). In a subsequent iteration,

both the scheduling and future horizon move forward with a period equal to the length of the

scheduling horizon.

4.2 ASAP procedure

In this section, a myopic online procedure is proposed. The method is essentially oblivi-

ous since it does not take into account any stochastic information on patient arrivals. Upon

scheduling a newly arriving patient, the only available information is the patient’s characteris-

tics and previously scheduled patients and their booked appointments. The chosen procedure

is based on the as soon as possible paradigm. ASAP algorithms or greedy procedures that give
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almost identical results are commonly used in the radiotherapy scheduling literature to reflect

the current manual scheduling practice (e.g. S. Petrovic et al., 2006; Legrain, Fortin, et al.,

2015; Pham et al., 2021). The ASAP algorithm is also the scheduling heuristic that most

closely reflects the current scheduling practice at AZ Sint-Lucas. Furthermore, the method

will serve as an upper bound when comparing with the online stochastic procedure. Figure

11 provides an illustration of the algorithm.

Figure 11: ASAP procedure

When a request for treatment is issued upon arrival of a patient (patient 1 in the figure) at the

radiotherapy department, the goal of the ASAP procedure is to assign a linac appointment

on the earliest feasible day for that patient. To ensure feasibility, it is also necessary that the

pre-treatment operations can be scheduled without violating any constraints. If no feasible

pre-treatment appointments can be generated, the algorithm re-initiates the search for the

earliest treatment start, but starting one day later. This process is continued until the patient

has a feasible pre-treatment plan and start date for treatment.

4.3 Online stochastic procedure

In this section, an online stochastic procedure is presented. Contrary to the oblivious method

in the previous section, this method factors for future patient arrivals, by taking into con-

sideration historical information. The proposed method is based on the sample average ap-

proximation paradigm (Verweij et al., 2003). The SAA method uses the concept of scenarios,

which is commonly used in online stochastic modelling related to the radiotherapy department

as a way to predict the future state of a system and successfully anticipate future capacities
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(e.g. Legrain, Fortin, et al., 2015; Chang et al., 2020). In this dissertation, sampling is used

to construct several scenarios of future patient arrivals. These arrivals are subsequently used

as input to the ILP model. Solving the model for every scenario results in multiple candidate

solutions to the problem. Figure 12 provides on overview of this technique.

Figure 12: Online stochastic procedure

When a patient (patient 1 in the figure) arrives at the medical centre and a treatment request

is issued, the OS algorithm uses empirical distributions based on historical data to sample

future patients and their characteristics. In accordance with the SAA method, n scenarios

are solved using the ILP solver (Verweij et al., 2003). From the n outputs, the most frequent

day and linear accelerator combination are determined. The output of the algorithm is the

chosen start date for treatment and the corresponding pre-treatment plan.
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5 Numerical results

In this chapter, the mathematical model and solution procedures are tested on real-world

data provided by AZ Sint-Lucas. Section 5.1 tailors the problem description to the specific

case of AZ Sint-Lucas and introduces the input for the ILP model. Section 5.2 presents the

implementation of the solution procedures. Finally, section 5.3 presents various experiments

that are conducted and their results.

5.1 Test design

Section 5.1.1 presents the problem description tailored to AZ Sint-Lucas. In section 5.1.2, an

overview of the collected data is presented. Furthermore, the values of the weights used in

the objective function in chapter 3 are determined in section 5.1.3.

5.1.1 Assumptions

Tailoring the problem description (cf. chapter 3) to the radiotherapy department of AZ Sint-

Lucas allows us to reduce the problem size. Figure 13 illustrates the patient pathway up until

(s)he receives the necessary appointments to start treatment. Exceptions to this pathway

are possible, but not included in the scope of this dissertation; only the general or average

pathway of a patient is discussed.

Figure 13: Patientflow at AZ Sint-Lucas until booking of relevant

sessions

First, a patient arrives at the hospital at the time of the consultation appointment with its
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radiation oncologist, which has been booked in advance. Afterwards, the radiation oncologist

guides the patient to the CT/simulation unit, where a nurse schedules appointments for the

CT-scan, the simulation of the isocentre and the start of the radiation delivery phase. The

nurse manually schedules the appointments for each patient and uses his or her experience to

ensure that all patients can start their treatment in a timely manner. To test the methodolo-

gies proposed in this master’s dissertation, the same scheduling decisions that the nurse makes

in the CT/sim unit are made. This implies that two operations from the pre-treatment phase

are scheduled (CT-scan and simulation of the isocentre). In addition, the patient receives a

date that stipulates the first day on which a radiation fraction will be delivered.

Patients are categorised based on their treatment intent. As a result, three patient categories

are defined: palliative patients, curative patients and patients with the goal of definitive

tumor control. The last two groups are also described as non-palliative patients (cf. section

3.1).

Figure 14 illustrates the time window rules between operations. Both the CT-scan and the

simulation of the isocentre take 30 minutes to complete and each patient has to undergo

both pre-treatment tasks. A minimum of 5 days has to elapse between the two pre-treatment

operations. Once the simulation has been completed, the patient is ready to receive its first

fraction. This fraction has to be delivered within 2 days. Both time constraints in figure 14

are treated as hard constraints in the model, indicating that no deviation is allowed.

Figure 14: Time windows between operations

Resources are the same for both pre-treatment operations. A flexible pool of three nurses is

always available, of which two are needed to perform a pre-treatment operation. The other

nurse is available to perform other tasks in the department. Moreover, one machine is avail-

able and necessary to perform both the CT-scan and the simulation. Since the machine is

the bottleneck in these operations, the nurse pool is not considered as input to the model

(figure 15). The CT-sim machine can be operated from 8h30 to 17h30 on weekdays, result-

ing in 18 slots of 30 minutes per day. Since the duration of the pre-treatment operations is

always 30 minutes, only having timeslots with a duration of 30 minutes suffices. Regarding

the treatment phase, three linear accelerators are available. They can be operated from 8h00

until 16h30, with a one-hour break. One of the linacs (yellow) can perform 4 treatments per
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hour, the others (green and blue) 6. As a result, the former has a capacity of 30 slots a day,

while the other two linacs can accommodate 45 treatment sessions per day. It can be seen in

section 5.3.1 that the capacity currently available in AZ Sint-Lucas is sufficient to schedule

all patients on time. Therefore, experiments with a reduction in capacity are also explored in

section 5.3. Deliberately setting the capacities at a lower level allows for a better evaluation

of the proposed methods.

Figure 15: Pre-treatment operations and resources

Upon arrival at the CT/simulation unit, the patient’s cancer site is known. In addition, the

number of treatment sessions that the patient has to undergo, along with the duration of

each session, has been decided. Furthermore, the due date of a patient, i.e. the day by which

the patient has to start treatment, can be determined based on the treatment intent, which

is also known. Palliative patients have a due date of 5 working days after the release date,

whereas non-palliative patients should start treatment within 10 working days. It is decided

to give palliative patients a priority of 3 and non-palliatives have a priority equal to 1. In

section 5.3, an experiment with different values of these priorities is discussed.
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5.1.2 Data collection

To test the performance of the mathematical model and the solution methods, patient data

was collected from AZ Sint-Lucas. The dataset contained 1219 treatment requests from pa-

tients that started treatment in 2021 and 1260 starting in 2022, including those that arrived

at the end of 2020 and 2021 respectively. The latter group arrived at the hospital in one year,

but only started treatment in the following year. In order to obtain a coherent subset, only

the requests from patients arriving in 2021, respectively 2022 were taken into account which

amounts to a total of 1147 and 1212 patients. Moreover, patients treated by brachytherapy

or contacttherapy were left out, since they follow a substantially different treatment pathway.

Similarly, requests for electrontherapy were not taken into account. It is assumed that the

duration of each fraction (zj) in a treatment request is equal to 1. This matches the current

manual approach used at AZ Sint-Lucas. Occasionally, a patient requests more than one

treatment simultaneously. In that case, the fractions must be delivered at the same time

and hence, multiple treatment requests are combined into one request, but with zj being

multiplied. After these pre-processing steps, 1037 (year 2021) and 1024 (year 2022) different

treatment requests remain. The vast majority has a fraction duration of 1 base timeslot.

Both years are summarised in table 6.

Duration (zj) of each fraction

(expressed as a number of base timeslots)

Percentage

2021

Percentage

2022

1 96.24% 93.46%

2 2.80% 5.27%

3 0.96% 1.17%

4 0.00% 0.10%

Table 6: Overview of the fraction durations

The number of fractions per request ranges from 1 to 39, with 20 being the most commonly

requested in both years and accounting for 23% and 25% respectively. During 2021, a total

of 19407 fractions were requested, averaging 19 fractions per request. In 2022, the average

was 18 fractions per request. An overview of the number of fractions per treatment request

is given in figure 16.
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Figure 16: Treatment fractions distribution

In figure 17a, it is shown how the demand is distributed over 12 months for both years. Pa-

tients only arrive on weekdays. The distribution of patient arrivals over all weekdays is shown

in figure 17b. In both 2021 and 2022, Mondays and Wednesdays appear to be less crowded

than other days.

(a) Demand distributed over months (b) Demand distributed over weekdays

Figure 17: Overview of demand

Palliative patients account for roughly one-fifth (2021: 21%; 2022: 17%) of all treatment
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requests. These patients must start treatment within 5 working days, following the guide-

lines stated by AZ Sint-Lucas. Curative patients and patients with the goal of definitive

tumor control each have a target waiting time of 10 working days. This distinction based on

treatment intent is the only factor deciding the waiting time targets in this dissertation.

Three linear accelerators are available at AZ Sint-Lucas. Furthermore, the most commonly

utilised treatment techniques were VMAT and IMRT. In the remainder of this chapter, the

solution algorithms developed in chapter 4 are tested on the 2022 data. The data from 2021

is used as historical information in the online stochastic procedure.

5.1.3 Objective function weights

The objective function presented in chapter 3 contains two parts. The first term in the equa-

tion minimises the weighted amount of patients that exceed the waiting time targets. This

part is assigned weight G1. The second term minimises the total weighted tardiness of all

patients and is given a weight G2. To determine the weights G1 and G2, both terms have

to give an output in the same range. Therefore, the second term was normalised. To do so,∑
j∈P(wj · Lj) was divided by the weighted sum over all patients of the maximum tardiness

of each patient. The maximum tardiness is determined by the patient’s due date and the

scheduling horizon. Normalising the second term ensures that both terms reach a value in

the range [0, 1]. To determine the weights, an approach based on Zeleny (1974) is used.

G1 G2

1.00 0.00

0.95 0.05

0.90 0.10

... ...

0.10 0.90

0.05 0.95

0.00 1.00

Table 7: Objective function weights

The ILP model is run 21 times. G1 and G2 range from 0.00 to 1.00 with steps of 0.05 (see

table 7). All other input is equal for each instance. In order to warm up the model, the model

was run over 13 consecutive weeks, according to the batch scheduling method.
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The values related to both terms in the objective function are plotted in figure 18. It has to

be noted that the combination of G1 = 1.00 and G2 = 0.00 is an outlier and is therefore not

included in the scatter plot. The red dot indicates the theoretical minimum, which cannot be

achieved in practice. This point is determined by combining the results of using G1 = 1.00

and G2 = 0.00 and G1 = 0.00 and G2 = 1.00. The distance from the theoretical point is sub-

sequently calculated using the euclidean distance formula D =
√

(XR −X1)2 + (YR − Y1)2

with D being the distance, (XR, YR) the coordinate of the theoretical point and (X1, Y1)

the coordinate of the point for which to calculate the distance. The green dot in figure 18

has the closest distance to the theoretical minimum and represents two G1, G2 combinations:

0.35, 0.65 and 0.45, 0.55. In the remainder of this dissertation, it is arbitrarily decided that

G1 = 0.45 and G2 = 0.55

Figure 18: Objective function pairs for different combinations of

weights
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5.2 Implementation of the solution procedures

In this section, the three solution procedures developed in chapter 4 are implemented with

respect to the characteristics of the radiotherapy department at AZ Sint-Lucas.

5.2.1 Tailored batch procedure

In this section, the adapted batch algorithm is presented. Treatment requests are accumulated

over 5 working days and this represents the scheduling horizon (A1). Additionally, the future

horizon (A2) is equal to 15 working days. The last patient from 2022 arrives 260 working

days after the start of the year. Since the index of the starting day is equal to zero, the last

day receives an index equal to 259. The pseudocode of the procedure is given in algorithm 1.

Algorithm 1 Batch scheduling

1: procedure Main

2: for t in [0, 259, step = 5] do

3: A1 ← treatment requests arriving in [t, t+ 4]

4: A2 ← treatment requests arriving in [t+ 5, t+ 5 + 14]

5: SolveILP(A1, A2)

6: Update capacities by fixing the schedules from A1

The next two sections present the online (ASAP) and online stochastic procedure developed

in this dissertation. k1 and v1 refer to the day and linear accelerator of the first fraction

administration, respectively. k2 and e2 represent the day and timeslot of the simulation of

the isocentre task (i.e. the second pre-treatment task). k3 and e3 are the day and timeslot

of the CT-scan task (i.e. the first pre-treatment task). These conventions are used in both

algorithms.

5.2.2 Tailored ASAP procedure

This section adapts the ASAP algorithm to the characteristics of the scheduling problem at

AZ Sint-Lucas. In algorithm 2, a pseudocode representation of the procedure is presented.

It makes use of three other functions; FindFeasTreatmentStart, FindFeasSimulationSlot and

FindFeasCTSlot. Each of these is briefly explained below and the pseudocode for these

functions can be found in the appendix (A.1).

60



Algorithm 2 ASAP procedure

1: procedure ASAP

2: for j in patients do

3: (k1, v1)← FindFeasTreatmentStart(j, aj + 5)

4: (k2, e2)← FindFeasSimulationSlot(j, k1,0)

5: (k3, e3)← FindFeasCTSlot(j, e2, k2)

6:

7: if k1 =Null, k2 =Null or k3 =Null then ▷ i.e. if no full schedule found

8: (k1, v1)← FindFeasTreatmentStart(j, aj + 6)

9: (k2, e2)← FindFeasSimulationSlot(j, k1,1)

10: (k3, e3)← FindFeasCTSlot(j, e2, k2)

11:

12: if k1 =Null, k2 =Null or k3 =Null then ▷ i.e. if no full schedule found

13: control← True

14: counter ← 0

15: while control = True do

16: control2← True

17: while control2 = True do

18: (k1, v1)← FindFeasTreatmentStart(j, aj + 7 ∗ counter)
19: (k2, e2)← FindFeasSimulationSlot(j, k1,2)

20: if k2 = Null then

21: counter = counter + 1

22: else

23: control2 =False

24: (k3, e3)← FindFeasCTSlot(j, e2, k2)

25: if k3 = Null then

26: counter = counter + 1

27: else

28: control =False

29: schedule k1, v1, k2, e2, k3, e3

30: else

31: schedule k1, v1, k2, e2, k3, e3

32: else

33: schedule k1, v1, k2, e2, k3, e3
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The goal of function FindFeasTreatmentStart is to find the earliest (cf. ASAP) starting date

for the treatment of a patient and a certain linac, while ensuring that the linac has enough

capacity for the entirety of the treatment duration. It has as input parameters patient j and

the earliest day that the function should start searching for an available linear accelerator

k0. The function iterates over the pre-determined horizon. This horizon is set at a level that

ensures that all patients can be successfully scheduled. Subsequently, a feasible starting date

is searched on any of the linear accelerators. As soon as a feasible date is found, the function

is terminated and the first day of treatment k1 on linac v1 is returned.

Additionally, FindFeasSimulationSlot aims at finding an available slot for the simulation op-

eration, provided that patient j is scheduled to start treatment on day k1. Parameter r

controls for the search space in terms of days. If r is for example equal to 2, the function

searches an available slot in days k1, k1 − 1 and k1 − 2. In the next paragraph, the necessity

of this parameter will become apparent. Within a day of the search space, the method finds

the last available slot of that day. This may seem counter-intuitive in an ASAP procedure.

However, upon closer examination, the underlying rationale for structuring it in this manner

becomes apparent. Given that there is a maximum time of 2 days between the simulation

appointment and the start of treatment on the one hand and a minimum of 5 days between

CT-scan and simulation on the other hand, scheduling the simulation as close as possible to

the start of treatment allows for an increase in the search space of function FindFeasCTSlot.

Figure 19 provides an illustration. Scheduling the simulation appointment on slot 3 of day

12 means that the CT-scan can only be scheduled in slot 1 or 2 of day 7. If, however, the

patient is scheduled in slot 8 on day 12, slot 3 to 7 become feasible to plan the CT-scan as well.

Figure 19: Last available slots

FindFeasCTSlot is similar to FindFeasSimulationSlot. The main difference pertains to the

search space. Here, all days between the patient’s release date aj and 5 days before the
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simulation (i.e. k2 − 5) are available for scheduling the CT-scan appointment.

In the main procedure (algorithm 2), each patient receives an appointment date and slot

for the CT-scan and simulation tasks. Furthermore, the day and linear accelerator for the

first treatment session are returned. First, the procedure tries to schedule the first day of

treatment 5 days (or more if no linac is available) after the release date. Given this date,

the simulation and CT-scan slot are booked successively. If no complete schedule is found,

the same steps are repeated, but now it is ensured that the treatment starts at least 6 days

after the release date to give more room for the simulation and CT-scan slot. Again, if no full

schedule is found, the methods advances to 7,8,9, ... days after the release date. The reason

for doing the scheduling starting from 5 and 6 days after the release date separately is the

previously mentioned parameter r. Figure 20 demonstrates how r guarantees that there is

sufficient space left in the schedule for the CT-scan slot when scheduling the simulation slot. It

is assumed that the release date of the patient is equal to day 0. As soon as a complete sched-

ule is found, the resource capacities are updated and the procedure moves to the next patient.

63



Figure 20: Value of r

5.2.3 Tailored online stochastic procedure

This section elaborates on the case-specific implementation of the stochastic online procedure

proposed in section 4.3. Algorithm 3 presents the complete pseudocode representation of the

procedure.
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Algorithm 3 Online stochastic procedure

1: procedure OnlineStochastic

2: output ← Null

3: for j in patients do

4: for i ∈ [1, 10] do ▷ to generate 10 scenarios

5: ω ← GenerateScenario( )

6: patientInput ← j & ω

7: output = output + SolveILP(patientInput)

8:
(k1, v1)← MostFrequentTreatment(output)

9: if MostFrequentTreatment gives a tie then

10: if j is palliative then

11: Schedule the soonest of the tied (k1, v1)’s

12: else

13: Schedule the latest of the tied (k1, v1)’s

14: (k2, e2, k3, e3)← SinglePassHeuristic(k1, v1)

15: schedule (k1, v1, k2, e2, k3, e3)

On line 2, the output object is defined and serves the purpose of storing the output for each

of the 10 scenarios. Line 5 assigns a list of future patients and their features (e.g. release

date, treatment intent, etc.) to the ω variable. The GenerateScenario function uses empirical

distributions based on historical treatment requests to construct the scenario. PatientInput

is assigned a list combined of patient j and future arrivals in scenario ω. In line 7, the ILP

solver is used to run the model with patientInput as input. The output is stored in the

output object. To assign the first day of fraction administration and the linear accelerator

that will accommodate the entire treatment of patient j, MostFrequentTreatment gets the

most frequent (k1, v1) combination out of the 10 combinations (one for each scenario) that

were obtained and stored in output. If a tie occurs, a palliative patient is scheduled as soon

as possible, whereas curative and definitive tumor control patients are assigned the latest

possible day out of the tied combinations. Each of these most frequent (k1, v1) combinations

is also accompanied by a (k2, e2) and (k3, e3) that represent the simulation and CT-scan slot

respectively. The SinglePassHeuristic returns these appointments. In case of a tie on line 9,

multiple (k2, e2) and (k3, e3) combinations may qualify as potential solutions. To resolve this,

the single-pass heuristic randomly chooses one of these candidate solutions.

The GenerateScenario function in algorithm 3 uses a uniform random number generator

followed by the inversion method to sample from the distributions given in section 5.1.2. This
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approach is based on a lecture given by Maenhout (2022). Scenarios are calculated based on

the complete dataset of 2021.

First, the discrete distributions given in section 5.1.2 are converted to their equivalent cumu-

lative probabilities. Subsequently, the identification of the distributions suitable for sampling,

demands for the execution of statistical tests. The Kolmogorov-Smirnov (K-S) test, developed

by Smirnov (1939), is a non-parametric test that can be performed to test the congruence

of two empirical distributions. In a non-parametric test, no assumptions about the form of

the underlying population distribution are made (Hoeffding, 1994). However, the K-S test

is known to have low power (i.e. low probability of correctly rejecting the null hypothesis

of equal distributions) under small sample sizes (Massey Jr, 1951). When doing multiple

comparisons during hypothesis testing, it becomes more likely that at least one of these com-

parisons leads to a false rejection of the null hypothesis. To counter this effect, a correction

can be made. A widely used correction is the Bonferroni correction (Bonferroni, 1936). In

this method, the original significance level is divided by the number of comparisons. As

an example, take 10 samples that are to be tested simultaneously for normality at the 5%

significance level. Instead of testing each sample at the 5% significance level, applying the

Bonferroni correction requires each sample to be tested individually at the 5%/10 = 0.5%

significance level. Another useful test is the Shapiro-Wilk (S-W) test, which can be used to

test the normality of a distribution, also when the sample size is relatively small (Shapiro &

Wilk, 1965). It is worth noting that all statistical tests conducted within the remainder of

this section adhere to a 5% significance level.

Regarding the monthly patient arrivals, each observation in a monthly sample is the num-

ber of patient arrivals on a working day. One month contains around 20 working days. As

a consequence, the sample size is relatively small. The Shapiro-Wilk test with Bonferroni

correction was therefore performed to examine the possibility of using a parametric test.

Based on the results of this test (see table 8), the null hypothesis that every month has a

normally distributed distribution is rejected on a 5% significance level. Subsequently, the

non-parametric Kolmogorov-Smirnov test with Bonferroni correction is executed. The results

of this test indicate that the monthly distributions are not significantly different from each

other (appendix A.2).
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Month
Significance

level (α)

Total #

comparisons (n)

Corrected α

(= α/n)

p-

value

January 5% 12 0.00417 0.09865

February 5% 12 0.00417 0.00034*

March 5% 12 0.00417 0.02192

April 5% 12 0.00417 0.00449

May 5% 12 0.00417 0.00860

June 5% 12 0.00417 0.03840

July 5% 12 0.00417 0.09155

August 5% 12 0.00417 0.06915

September 5% 12 0.00417 0.17414

October 5% 12 0.00417 0.13836

November 5% 12 0.00417 0.00019*

December 5% 12 0.00417 0.12374

Table 8: S-W test for monthly patient arrivals

The next test to be completed relates to the difference between weekdays. Every weekday

has 52 observations over the course of one year. As a result, the Kolmogorov-Smirnov test

(with Bonferroni correction) can be used and there is no need to investigate the possibility

of using a parametric test. The results are summarised in table 9. In conclusion, a statisti-

cally significant difference was found in the distributions of patient arrivals for every weekday.
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Day

1

Day

2

Significance

level (α)
n

Corrected α

(= α/n)

p-

value

Monday Tuesday 5% 10 0.005 0.02592

Monday Wednesday 5% 10 0.005 0.73897

Monday Thursday 5% 10 0.005 < 0.00001*

Monday Friday 5% 10 0.005 < 0.00001*

Tuesday Wednesday 5% 10 0.005 0.00736

Tuesday Thursday 5% 10 0.005 0.07734

Tuesday Friday 5% 10 0.005 0.00736

Wednesday Thursday 5% 10 0.005 < 0.00001*

Wednesday Friday 5% 10 0.005 < 0.00001*

Thursday Friday 5% 10 0.005 0.99830

Table 9: K-S test for patient arrivals on weekdays

n refers to the number of pairwise comparisons

Upon closely observing the data of 2021, a clear distinction in the treatment duration based

on treatment intent (i.e. palliatives vs non-palliatives) seems to be present. Indeed, a

Kolmogorov-Smirnov test supports this finding (p-value < 0.05). The same test was per-

formed to test the difference between palliative patients and non-palliative patients in relation

to the fraction duration. In that case, the null hypothesis could not be rejected.

The resulting cumulative distributions can be found in figure 21. With regard to the weekdays,

only the distribution for Monday is shown; the distributions for the other weekdays are trivial.
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(a) Cum. probability patient arrivals Monday (b) Cum. probability treatment intent

(c) Cum. probability treatment duration -

palliative

(d) Cum. probability treatment duration -

non-palliative

(e) Cum. probability fraction duration

Figure 21: Cumulative distributions

After defining the cumulative distributions, the second step is to generate a uniform random

number. In this dissertation, a random number in the range of [0, 1[ is generated using the

random() function from the random package in Python, with seed equal to 2. The third and

final step is to use the inversion method (Maenhout, 2022). To illustrate this method, we

take the distribution from figure 21b. If the generated random number lies within the interval

[0; 0.2073288332[, a palliative patient is generated. If the number is within [0.2073288332; 1[,
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the generated patient is non-palliative. Using the inversion method ensures that the sampling

procedure accurately reflects the underlying distributions.

5.3 Results

To examine the performance of the mathematical model and the offline, online and online

stochastic algorithms, various experiments have been performed based on the data provided

by AZ Sint-Lucas. This section presents the main results and findings of these experiments.

The results are obtained with an Intel Core i5-8250U 1.60GHz CPU. The performance of the

solution algorithms in terms of due date violations is based on two dimensions. It is important

to realise that, although both dimensions relate to the objective function formulated in section

3.2.4, they are calculated without using patient priority weights and normalisation in this

section. The first dimension relates to the first part of the objective function, indicating the

number of patients that receive the first treatment session after their due date (i.e. patients

that are late). The second dimension is connected to the second term in the objective function

and reflects the total tardiness of patients. The tardiness of each patient is defined as the

positive difference in working days between the first linear accelerator appointment and the

due date of that patient. To test the statistical significance of the observed differences between

the solution methods, the patients are grouped by the week of their release date. This allows

for a Wilcoxon signed-rank test to be performed (Wilcoxon, 1945). The null hypothesis of

this test states that the median of the differences between two paired samples is equal to zero.

The test serves as a non-parametric alternative to the paired samples t-test. Noteworthy, the

pairs that have a difference equal to zero are excluded from the test and the resulting sample

size is named the reduced sample size, denoted as N in the remainder of this section. The

Wilcoxon signed-rank test requires a minimum reduced sample size of 16 pairs (Mundry &

Fischer, 1998). Therefore, the test is not performed when the reduced sample size is smaller

than 16. Furthermore, all statistical findings are reported on a 5% significance level.

Section 5.3.1 provides a detailed analysis of the offline batch procedure and the online ASAP

procedure. In section 5.3.2, the impact of using stochastic information on future patient

arrivals is discussed. Finally, section 5.3.3 introduces an additional term to include in the

objective function of the ILP model, in response to the findings from section 5.3.1.
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5.3.1 Comparison between batch and ASAP procedure

The primary goal of the experiments in this section is to validate the mathematical model

presented in section 3.2. To achieve this objective, the batch algorithm is compared to the

ASAP algorithm. The latter gives results close to the current manual scheduling approach

used at AZ Sint-Lucas. Five experiments are conducted; no capacity reduction, treatment

capacity reduction, pre-treatment capacity reduction, a combined reduction of pre-treatment

and treatment capacities, and a change in the priority weights. Optimality was not always

achieved in the batch procedure; most often the optimality gap was < 10%, but occasionally,

the gap could not be decreased to below 50% after one hour of running. In some instances,

the optimality gap decreased substantially, even after the 30-minute mark. Therefore, the

results for the batch procedure are obtained using a time limit of one hour on the ILP solver

and no optimality gap tolerance.

5.3.1.1 No capacity reduction

The first experiment assumes that the capacities are equal to the capacities mentioned in sec-

tion 5.1.1. More specifically, 18 pre-treatment slots of 30 minutes are available on each day.

Regarding the linear accelerators (treatment phase), the yellow linac has 30 slots available,

whereas both the green and blue linacs have a capacity of 45 slots per day. Both the batch

and ASAP procedure are tested using the complete 2022 dataset. Using the batch procedure

resulted in zero due date violations, indicating that enough capacity is available to accommo-

date all patients. Slightly different results were obtained by using the ASAP method. A total

of three palliative patients experienced a one-day delay in meeting their due dates. However,

since the manual scheduling practice at AZ Sint-Lucas allows a scheduling nurse to use his

or her experience, it is expected that they can adapt the schedule to ensure that those three

patients are also scheduled on time.

5.3.1.2 Treatment capacity reduction

In the second experiment, the treatment capacities are reduced. The yellow linac receives a

capacity reduction of 25% (from 4 to 3 slots per hour). The green and blue linac have their

capacities reduced by one-third, i.e. from 6 to 4 slots per hour. The resulting amount of daily

slots is 22 for the yellow and 30 for the green and blue linac. The pre-treatment capacities
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are not subject to a reduction. The batch and ASAP procedure are tested on the complete

2022 dataset.

First, a close examination of the treatment resources is done, based on figure 22. The main

difference in the utilisation is the distribution among the linear accelerators. In the ASAP

procedure, the timeslots on the linacs are filled in a specific order. Upon searching for a feasi-

ble starting day that can accommodate the entire treatment plan of a particular patient, the

algorithm iterates over the scheduling horizon. In each iteration, the order in which the linear

accelerators are assessed is fixed; yellow, green and subsequently blue. This order is reflected

in figure 22b. The utilisation in the batch procedure is more balanced. In addition, the graph

appears to be smoother; between days 56 and 150, the sudden decreases in utilisation rate

are less pronounced.
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(a) Batch

(b) ASAP

Figure 22: Experiment 2: treatment utilisation

Secondly, the performance of the algorithms in relation to the due date violations is discussed.

In the batch procedure, a total tardiness of 579 working days is observed. The average over

the 1024 patients is equal to 0.56. Furthermore, a total of 43 (4.2%) patients are late. The

ASAP procedure resulted in a total tardiness of 662 (14.3% increase) and 219 (21.4%) patients
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were late. The latter represents an increase of 409.3% compared to the batch procedure. The

maximum tardiness is 19 for the batch procedure and 12 for the ASAP procedure. In section

5.3.3, an additional experiment is conducted related to the observed maximum tardiness.

Regarding the distinction between palliatives and non-palliatives, the results are pronounced.

In the batch procedure, 3 out of the 175 palliative patients are late, resulting in a total

tardiness of 24 working days. The ASAP procedure, on the other hand, results in more

than half of the palliative patients being late (95 out of 175) and a total tardiness of 373

working days. The batch procedure prioritises the on-time scheduling of palliative patients.

Non-palliative patients have an observed total tardiness of 555 working days in the batch

procedure, whereas the ASAP procedure has a tardiness of 289 working days. Noteworthy,

despite the higher tardiness related to these patients, the batch procedure has a smaller

amount of non-palliative patients being late, 40 compared to 124 patients. In section 5.3.1.5,

additional experiments are executed to test the influence of the priority weights in the ILP

model on the division in tardiness between palliative and non-palliative patients.

The results for the Wilcoxon signed-rank test on the weekly grouped data are presented in

table 10. The weekly differences are shown to be statistically significant for palliatives and

both categories combined. From the total and weekly average values in the table, we con-

clude that the batch procedure outperforms the ASAP procedure for palliative patients and

for both patient categories together. On the other hand, the choice to prioritise palliative

patients in the batch procedure results in more total tardiness for non-palliative patients.

74



Batch ASAP

Objective
Total

2022

Weekly

avg
N

Total

2022

Weekly

avg
N

p-value

(a)

Palliative

#patients late 3 0.06 31 95 1.83 31 < 0.01*

Tardiness 24 0.46 31 373 7.17 31 < 0.01*

Non-palliative

#patients late 40 0.77 13 124 2.38 13 /

Tardiness 555 10.67 13 289 5.56 13 /

Both categories

#patients late 43 0.83 31 219 4.21 31 < 0.01*

Tardiness 579 11.13 31 662 12.73 31 0.047*

Table 10: Experiment 2: treatment capacity reduction - Patient due

date violations

(a) 5% significance level

5.3.1.3 Pre-treatment capacity reduction

The third experiment reduces the pre-treatment capacity by 50%, resulting in a daily ca-

pacity of 9 timeslots. The treatment capacities, however, are not reduced. To evaluate the

batch and ASAP procedures, a subset of the 2022 dataset comprising the first 35 weeks is

utilised. By using a shorter timeframe of 35 weeks instead of the full 52 weeks, the running

time is reduced without losing the ability to conduct a detailed analysis. Additionally, the

statistical significance of the results can still be assessed using the Wilcoxon signed-rank test

(for palliatives and both categories combined), since the reduced sample size is larger than

16.

First, a closer look at the pre-treatment utilisation is taken. Figure 23 presents the pre-

treatment utilisation for both procedures. It is worth noting that in both procedures, the

50% reduction in capacity results in the pre-treatment resource becoming the bottleneck.

Furthermore, visual inspection of the figure does not show any specific trends.
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(a) Batch

(b) ASAP

Figure 23: Experiment 3: pre-treatment utilisation

Secondly, the due date violations are evaluated. From the results in table 11, it is clear that

the batch procedure is better able to assign timely appointments to patients compared to the

ASAP procedure. In addition, the batch procedure was able to schedule all palliative patients

on time.
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Batch ASAP

Objective Total
Weekly

avg
N Total

Weekly

avg
N

p-value

(a)

Palliative

#patients late 0 0.00 28 68 1.94 28 < 0.01*

Tardiness 0 0.00 28 128 3.66 28 < 0.01*

Non-palliative

#patients late 3 0.09 2 7 0.20 2 /

Tardiness 26 0.74 3 7 0.20 3 /

Both categories

#patients late 3 0.09 28 75 2.14 28 < 0.01*

Tardiness 26 0.74 28 135 3.86 28 < 0.01*

Table 11: Experiment 3: pre-treatment capacity reduction - Patient

due date violations

(a) 5% significance level

5.3.1.4 Pre-treatment and pre-treatment capacity reduction

In the fourth experiment, the capacity is reduced for both pre-treatment and treatment

resources. The pre-treatment capacity is reduced by 50%, similar to the previous experiment.

In addition, the treatment capacities receive the same reduction as in the second experiment:

-25% for the yellow linear accelerator and -33% for the green and blue linac. the results are

obtained using the first 35 weeks of 2022 as input to the algorithms.

The utilisation rates are relatively high for pre-treatment and treatment resources (appendix

A.3), indicating that both resources are now impacting patients’ due date violations. Finding

a good schedule for a patient is more difficult when both the pre-treatment and treatment

resources have a low amount of residual capacity.

Next, the performance of both procedures is discussed. The results are presented in table 12.

The batch procedure significantly outperforms the ASAP procedure for palliative patients

and for the combination of patient categories. Interestingly, the 36.85% difference in weekly

tardiness of non-palliative patients is not statistically significant. Although the difference is

not statistically significant, it can still be relevant to consider the difference.
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Batch ASAP

Objective Total
Weekly

avg
N Total

Weekly

avg
N

p-value

(a)

Palliative

#patients late 2 0.06 33 100 2.86 33 < 0.01*

Tardiness 22 0.63 33 471 13.46 33 < 0.01*

Non-palliative

#patients late 50 1.43 18 180 5.14 18 < 0.01*

Tardiness 760 21.71 20 480 13.71 20 0.29

Both categories

#patients late 52 1.49 33 280 8 33 < 0.01*

Tardiness 782 22.34 33 951 27.17 33 0.018*

Table 12: Experiment 4: pre-treatment and treatment capacity

reduction - Patient due date violations

(a) 5% significance level

5.3.1.5 Priority weights

The weights used throughout chapter 5 are 3 for the palliative patients and 1 for the non-

palliative patients. The final experiment in this section changes these priority weights. Five

weight combinations are assessed, as presented in table 13.

Combination wj palliatives wj non-palliatives

a 3 1

b 2 1

c 1 1

d 1 2

e 1 3

Table 13: Experiment 5: priority weights

The results are obtained using the capacity reductions from the second experiment (treat-
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ment capacity reduction). The goal of this experiment is to show the influence of the priority

weights. Ten weeks are used as input to the model after a warm-up period of 18 weeks.

The warm-up period is used to ensure that relevant differences can be obtained. Table 14

summarises the results.

Palliatives Non-palliatives

Combination
#patients

late
Tardiness

#patients

late
Tardiness

a 2 22 18 230

b 3 44 19 184

c 5 70 13 168

d 14 220 4 51

e 14 225 4 54

Table 14: Experiment 5: priority weights - results

Because of the small sample size, no statements about the significance of the differences can

be made. Nevertheless, the results still give a good indication of the impact of changing the

priority weights. Combination d and e give more priority to non-palliative patients and this is

reflected in the results. Furthermore, assigning more weight to the palliative patients results

in a decrease in both the number of palliative patients that are late and the total tardiness

of palliative patients.

5.3.2 The impact of including stochastic information

Including stochastic information in the scheduling procedure is expected to reduce the due

date violations of patients, compared to the myopic ASAP procedure. To verify this state-

ment, a test design was constructed. First, the batch procedure is used during a pre-

determined warm-up period. After the warm-up period, a certain amount of patients are

scheduled using the online stochastic procedure. For the purpose of comparison, the batch

procedure and the ASAP procedure are two alternative techniques that are also used in step

2. Thirdly, the remaining patients are scheduled using the batch procedure.

To determine the warm-up period, the results from the case with treatment capacity reduc-

tion, obtained in section 5.3.1.2, are consulted. Figure 24 includes the absolute amount of
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patients late in every week, for both the batch and ASAP procedure. In addition, the dif-

ference between both methods is graphically represented. It can be seen in the figure that

the largest difference between both techniques is during week 20. Consequently, the warm-up

period is determined to be 18 weeks. This means that the patients to be scheduled in step 2

are those who arrive starting from week 19. It is expected that these patients will influence

the scheduling decisions for those patients arriving in week 20 the most.

Figure 24: Weekly amount of patients late in batch and ASAP

procedure - treatment capacity reduction

The number of patients to be scheduled in step 2 is decided to be equal to 10. In accordance

with the findings of Legrain, Fortin, et al. (2015), each of these patients is accompanied with

10 distinct scenarios of future patient arrivals. The resulting run configuration to test the

impact of including stochastic information is given in figure 25.
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Figure 25: Run configuration to test the influence of including

stochastic information

Including 10 patients with 10 scenarios in step 2 results in 100 optimisations. The time limit

for each optimisation is set at 60 minutes. In theory, running time could be as high as 100

hours. To reduce this running time, the optimality gap tolerance is decided to be equal to

15%. All patients arriving in 2022 are scheduled. The results for week 19 to 52 are presented

in table 15. The header (containing batch, OS and ASAP) refers to the method that is used

in the second step.

Batch OS ASAP

Objective Total
Weekly

avg
Total

Weekly

avg
Total

Weekly

avg

Palliative

#patients late 2 0.06 4 0.12 4 0.12

Tardiness 22 0.65 23 0.68 11 0.32

Non-palliative

#patients late 18 0.53 17 0.50 20 0.59

Tardiness 192 5.65 228 6.71 250 7.35

Both categories

#patients late 20 0.59 21 0.62 24 0.71

Tardiness 214 6.29 251 7.38 261 7.68

Table 15: Including stochastic information - Patient due date

violations (week 19-52)

To analyse the results, the OS method is compared with the ASAP method. Furthermore,

the batch procedure is included and acts as a lower bound. In step 2, the differentiating step,

only 10 out of 1024 patients are scheduled. As a result, the observed differences between
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the OS and ASAP techniques are small. Therefore, care has to be taken when formulating

statements about the observed differences. In table 15, it can be seen that the OS method

tends to perform better (i.e. less total tardiness and fewer patients that are late) in relation

to both patient categories combined and in relation to non-palliatives. Surprisingly, the

ASAP method resulted in a tardiness of 11 for palliatives, which represents a 50% and 52%

decrease when compared to the batch and OS methods, respectively. Closer examination of

the results showed that this difference is observed in week 22. A detailed reasoning for this

result could not be formulated. To conclude, the experiment conducted in this section suggests

an improved scheduling practice when considering stochastic information. However, it is worth

noting that the experiment was performed only once. Consequently, further research could

include multiple repetitions of the experiment, in order to construct confidence intervals for

the related objectives.

5.3.3 An additional term in the objective function

The results in section 5.3.1 have shown that, on average, the batch procedure has a higher

tardiness per patient that is late. For example, in experiment 2, 43 patients had a total

tardiness of 579 in the batch procedure (13.47 per late patient), whereas 219 patients in

the ASAP procedure had a total tardiness of 662 (3.02 per late patient). Furthermore, the

maximum lateness was equal to 19 in the batch procedure, compared to 12 in the ASAP

procedure. Therefore, in this section, the possibility of reducing the average tardiness per late

patient and the maximum tardiness by including an extra term in the objective is examined.

The third term to include in the objective function of the ILP model presented in section 3.2

is based on Castro and Petrovic (2012). This term represents the (unweighted) maximum

tardiness over all patients in the horizon. In addition, the following elements are added to

the model:

• a variable: ML with ML ≥ 0

• a constraint:

Lj ≤ML ∀Pj ∈ P (14)

The variable ML represents the maximum tardiness over all patients. The constraint is added

to ensure that the variable ML is larger than or equal to the tardiness of every patient. No

upper bound is imposed since the variable is minimised in the objective. In order to normalise,

the additional term in the objective function is divided by the maximum possible lateness,
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given the horizon of the optimisation instance. Consequently, the adapted objective function

is (d∗ represents the earliest due date of all the patients in the horizon):

minimise G1 · (
∑
j∈P

wj · Uj)/
∑
j∈P

wj

+G2 ·
∑
j∈P

(wj · Lj)/
∑
j∈P

((max(K)− dj) · wj)

+G3 · (ML/(max(K)− d∗))

To reflect on the influence of the adapted objective function, a small experiment with the

same capacity reductions as in the second experiment is executed. The warm-up period is 18

weeks and the original batch procedure is used during this period. Subsequently, 1 month

of patient arrivals is scheduled. Scenarios a, b, c, d and e all use the same input, but they

differ in the scheduling of the one month of patient arrivals. Scenarios a, b, c and d use the

ILP model with the new objective function and the weights are arbitrarily determined to be

G1 = 0.45, G2 = 0.55 and G3 = 0 for scenario a (equal to using the original OF), G1 = 0.3,

G2 = 0.3 and G3 = 0.4 for scenario b, G1 = 0.2, G2 = 0.2 and G3 = 0.6 in c and G1 = 0,

G2 = 0 and G3 = 1 in scenario d. The final scenario uses the ASAP method to schedule 1

month of patients, instead of the ILP model. The results can be found in table 16. The ‘ratio’

row presents the ratio of total tardiness divided by the number of patients that are late. It is

also worth noting that these results are related to both palliative and non-palliative patients

combined.
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Objective
Old OF

(a)

New OF

(b)

New OF

(c)

New OF

(d)

ASAP

(e)

Max 18 11 10 5 12

# patients late 11 19 19 48 53

Tardiness 122 146 126 163 198

Ratio 11.09 7.68 6.63 3.40 3.74

Table 16: Adaptation of the objective function - Patient due date

violations

(a) G1 = 0.45, G2 = 0.55 and G3 = 0 - equal to using the original OF

(b) G1 = 0.30, G2 = 0.30 and G3 = 0.40

(c) G1 = 0.20, G2 = 0.20 and G3 = 0.60

(d) G1 = 0, G2 = 0 and G3 = 1

The results indicate that the inclusion of the third objective can be a very meaningful addition.

By only using the maximum tardiness as an objective (scenario d), the ILP solver performs

better than the ASAP procedure on all aspects considered in the table. It is worth noting

that optimality was not achieved, except for scenario d. This could explain why scenario

c outperforms scenario b in terms of total tardiness. Furthermore, the results obtained in

this experiment show that the decision makers can direct their focus to the objective that is

perceived as most important, by adjusting the weights of the objective function.
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6 Conclusion

The first aim of this master’s dissertation was to formulate a model for radiotherapy scheduling

that includes aspects from both the pre-treatment and treatment phase and that can be easily

tailored to specific radiotherapy departments. The second goal was to include stochastic

information in an online scheduling paradigm and to examine its impact. Relating to the first

goal, an ILP model is proposed and the performance of the model is tested. According to

Lievens et al. (2020), resource shortage is one of the many possible reasons why some patients

fail to receive appropriate radiotherapy treatment. Therefore, several experiments with a

reduced capacity were performed. In general, the results were positive and the performance

related to the objectives included in the model is better compared to the ASAP procedure.

Furthermore, the model enables specific hospitals to adjust the objective function weights to

reflect the objective that they perceive as most important. In relation to the second goal, the

proposed online stochastic method is compared with an offline procedure (batch) that acts as

a lower bound and an online myopic procedure (ASAP) that serves as an upper bound. The

results of including stochastic information gave a strong indication of a performance increase.

Despite these promising results, some limitations and future research directions are identified.

The proposed mathematical model contains several concepts that are important in radiother-

apy scheduling. Nevertheless, some additional concepts were not considered. First, it was

assumed that the duration of the fractions in the treatment phase is a stable multiple of

a base time period. While this is a common assumption to make, varying treatment times

are also considered in the literature (e.g. Conforti et al., 2010). Secondly, it is possible

that patients have a preference for the starting and/or end times of the pre-treatment tasks.

This is not explicitly included in the model and future research could incorporate patient

preferences. Thirdly, the model does not include the possibility to schedule operations using

overtime capacity. When overtime is included, the boundary between regular capacity and

overtime capacity is very narrow and a fine-grained analysis is required. Therefore, overtime

was not included, but we recognise that this is an interesting avenue for future research. A

fourth consideration is the inclusion of maximum tardiness in the objective. Small experi-

ments were conducted and showed the potential of including the extra term in the objective

function. Therefore, we advise future researchers to include this extra objective and to test

its inclusion more extensively.

Furthermore, the conducted experiments in chapter 5 are performed only once, due to time

constraints. The resulting inability to formulate statements regarding the statistical signif-
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icance of the results is a substantial drawback. To statistically validate the findings of this

dissertation, the experiments have to be executed several times, in order to construct con-

fidence intervals. In addition, future research could include data instances based on other

radiotherapy departments.

Finally, the proposed online stochastic algorithm is inefficient in terms of the required com-

putational time. Although using the ILP solver to optimise each scenario was able to indicate

the positive influence of using stochastic information, this method is of little relevance in

practice because of the long running times. Consequently, future research is needed towards

time-efficient (meta-)heuristic alternatives to the ILP method as part of the online stochastic

algorithm.
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A Appendix

A.1 Functions in the ASAP procedure

Algorithm 4 Find feasible treatment start

1: function FindFeasTreatmentStart(j, k0)

2: found← False

3: k1 ← Null

4: v1 ← Null

5: while found ̸= True do

6: for k ∈ horizon do

7: for v ∈ linacs do

8: if v can accommodate entire treatment of j then

9: found← True

10: k1 ← k

11: v1 ← v

12: break all loops

13: return k1, v1 ▷ Returns the day of first treatment and the linac
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Algorithm 5 Find feasible simulation slot

1: function FindFeasSimulationSlot(j, k1, r)

2: found← False

3: k2 ← Null

4: e2 ← Null

5: while found ̸= True do

6: for k ∈ [k1, k1 − r] do

7: if One or more slots available on day k then

8: found← True

9: k2 ← k

10: e2 ← last available slot on day k

11: break all loops

12: return k2, e2 ▷ Returns the day and slot of the simulation appointment

Algorithm 6 Find feasible CT-scan slot

1: function FindFeasCTSlot(j, k2, e2)

2: found← False

3: k3 ← Null

4: e3 ← Null

5: while found ̸= True do

6: for k ∈ [k2 − 5, aj ] do

7: if One or more slots available on day k then

8: found← True

9: k3 ← k

10: e3 ← last available slot on day k

11: break all loops

12: return k3, e3 ▷ Returns the day and slot of the ct-scan appointment
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A.2 Kolmogorov-Smirnov test for monthly patient arrivals

Month

1

Month

2

Significance

level (α)
n

Corrected α

(= α/n)

p-

value

January February 5% 66 0.00076 0.62534

January March 5% 66 0.00076 0.94867

January April 5% 66 0.00076 0.53517

January May 5% 66 0.00076 0.45041

January June 5% 66 0.00076 0.32836

January July 5% 66 0.00076 0.06809

January August 5% 66 0.00076 0.97747

January September 5% 66 0.00076 0.99943

January October 5% 66 0.00076 0.96156

January November 5% 66 0.00076 0.62534

January December 5% 66 0.00076 0.80806

February March 5% 66 0.00076 0.66970

February April 5% 66 0.00076 0.83197

February May 5% 66 0.00076 0.74666

February June 5% 66 0.00076 0.73521

February July 5% 66 0.00076 0.00975

February August 5% 66 0.00076 0.76126

February September 5% 66 0.00076 0.48536

February October 5% 66 0.00076 0.20189

February November 5% 66 0.00076 0.83197

February December 5% 66 0.00076 0.58943

March April 5% 66 0.00076 0.81990

March May 5% 66 0.00076 0.27949

March June 5% 66 0.00076 0.21837

March July 5% 66 0.00076 0.06909

March August 5% 66 0.00076 0.60980

March September 5% 66 0.00076 0.99006

March October 5% 66 0.00076 0.61687

March November 5% 66 0.00076 0.66970

March December 5% 66 0.00076 0.98681

April May 5% 66 0.00076 0.56157
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April June 5% 66 0.00076 0.40871

April July 5% 66 0.00076 0.05844

April August 5% 66 0.00076 0.44164

April September 5% 66 0.00076 0.54577

April October 5% 66 0.00076 0.87813

April November 5% 66 0.00076 0.83197

April December 5% 66 0.00076 0.81035

May June 5% 66 0.00076 0.82910

May July 5% 66 0.00076 0.04446

May August 5% 66 0.00076 0.99433

May September 5% 66 0.00076 0.91784

May October 5% 66 0.00076 0.11557

May November 5% 66 0.00076 0.94992

May December 5% 66 0.00076 0.45041

June July 5% 66 0.00076 0.04386

June August 5% 66 0.00076 0.83889

June September 5% 66 0.00076 0.87168

June October 5% 66 0.00076 0.06716

June November 5% 66 0.00076 0.98190

June December 5% 66 0.00076 0.32836

July August 5% 66 0.00076 0.06371

July September 5% 66 0.00076 0.07260

July October 5% 66 0.00076 0.31495

July November 5% 66 0.00076 0.03726

July December 5% 66 0.00076 0.15317

August September 5% 66 0.00076 0.99989

August October 5% 66 0.00076 0.55122

August November 5% 66 0.00076 0.91466

August December 5% 66 0.00076 0.93487

September October 5% 66 0.00076 0.67875

September November 5% 66 0.00076 0.69719

September December 5% 66 0.00076 0.98931

October November 5% 66 0.00076 0.32020

October December 5% 66 0.00076 0.82261

November December 5% 66 0.00076 0.88001
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Table 17: K-S test for monthly patient arrivals

n refers to the number of pairwise comparisons
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A.3 Experiment 4: resource capacities

(a) Batch

(b) ASAP

Figure 26: Experiment 4: pre-treatment utilisation
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(a) Batch

(b) ASAP

Figure 27: Experiment 4: treatment utilisation
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