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II 
 

Abstract 
 

Firms keep failing, and models keeps predicting their failure. Failure prediction (FP) modelling 

is a common research topic in literature since the sixties. Ranging from statistical models to 

artificial intelligence models, and models of theoretical importance. This study reviews the 

literature of failure prediction modelling for the period 2005-2022. The research starts with a 

bibliometric analysis to gain insight into the immense dataset of various failure prediction 

models. Afterwards, an in-depth search reviews the main statistical and artificial intelligence 

models. Although a part of the literature suggest a total shift to the artificial intelligence models, 

the statistical models continue to have a persistent value. The purely, accounting input data 

models are still used but few new models appear in this domain. Other input data as market-

information, topological pattern recognition is used in the newer models. NNs, deep learning 

models, multi-criteria decision aid and other artificial intelligence models with their 

enhancements were all incorporated in this research. The improved flexibility in input data, 

prediction accuracy, and dataset requirements as normality contrasts with the complexity of 

model composition. This negatively affects the comprehensibility of a model and its universal 

use. The trade-off between accuracy and comprehensibility will appear to be a challenging 

issue.  
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1. Introduction 

 
In June 2022, newspaper De Tijd publishes: “Signal jumps to orange” (Michielsen, 2022, p.1). 

The signal represents the number of companies going bankrupt per month. Bankruptcies are 

a structural problem and a never-ending story. So, it is important to predict which companies 

could fail.  

 

With the appearance of failure prediction (FP), stakeholders became able to make predictions 

about bankruptcy. These predictions guide stakeholders in questions like; will this company be 

resilient enough to cope with certain shocks and survive in the current economic climate? 

Although exceptional situations cannot be predicted, and many external factors play an active 

role in the financial health of companies, FP can be a basis for decision-making. A considerable 

number of classification models for FP have been developed. These models were checked, 

rechecked, updated and combined with new models. There is no one-size-fits-all analysis, but 

all types have the same initial aim. Making the accuracy of prediction as high as possible. The 

most recent models are reported and critically assessed but, to the best of my knowledge, 

overview papers covering the period 2005-2022 do not yet exist.  

 

This research extends on this relatively new period. As described in the methodology, the 

overview starts from 2005. The reasoning behind this starting year is based on two rationales. 

This research represents a follow-up on the models for FP from Financiële analyse van de 

onderneming (Vander Bauwhede et al., 2017). Additionally, 2005 has a practical relevance 

due to the credit crisis that followed shortly afterwards. This is discussed in more detail in the 

methodology. The research question will therefore be: what are the developments in FP 

modelling from 2005 onwards? This research question can be divided into two sub-questions 

which separate the models in both the literature review and the research results. First, which 

artificial intelligence models have been developed after 2005? Subsequently, to obtain a full 

picture of the trends at play in FP, the changes made in earlier developed models after 2005 

will be incorporated. Therefore, the second sub-question will be: what enhancements in 

statistical models were developed after 2005?  
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2. Literature Review 
 

2.1 Definition of failure 
 

Balcaen & Ooghe (2006) pointed out the issue of the arbitrary definition of failure. The word 

failure is used in different contexts depending on the authors’ interpretation. According to 

Balcaen & Ooghe (2006), bankruptcy, financial distress, cash insolvency, loan default… have 

all been linked to failure in literature.  

 

To clarify what is meant with failure in this research, the criteria for failure are based on a legal 

definition. Bruloot (2021) describes this definition, which is in accordance with the Belgian 

criteria, as 1. being a trader, 2. having sustainably ceased to pay, and 3. having a shaken 

(unstable) credit. The latter implies that credit solutions have been exhausted, including the 

impossibility of postponing payments. Instead of a legal perspective, it is also possible to rely 

on an economic or financial perspective (Zhou, 2013).  

 

2.2 Historical Evolution 
 
After defining failure, one could look back in the evolution of FP to get an insight into the various 

models. As mentioned before, recent developments do include updated pre-existing models 

next to the new models. Therefore, this literature review section gives a clear overview of the 

evolution in FP modelling. From the very beginning with the univariate analysis of Beaver 

(1966) until models developed to approximately 2005, the starting point of the research itself.  

The research results section gives an overview of the recently developed models and re-

evaluation of already long-standing ones.  

 

The earliest statistical methods cannot be seen as a standalone type. These methods 

influenced the literature and development of new types. The real start of FP models dates to 

the thirties (Bellovary et al., 2007). However, these authors describe Beaver’s work (1966) as 

the first real breakthrough in FP. Therefore, in the following, a concise overview of the first 

period, starting in the ’60s will indicate the start of FP. In this period, FP is also called FP 

analysis because of the non-active use of ratio analysis in that period.  

 

The literature of FP modelling can be split into distinct groups of models. Various segmentation 

methods have been used by different authors. According to the research of Balcaen and 

Ooghe (2006), the models for FP can be divided into four categories.1. univariate models, 2. 

risk index models, 3. Multiple Discriminant Analysis (MDA) and 4. conditional probability 

models. The work of Jackson and Wood (2013) applied an alternative categorization within FP 
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modelling. These authors listed the models in decreasing order of popularity as follows: 1. 

MDA, 2. logit models, 3. Neural Networks (NN), 4. contingent claims, 5. univariate analysis. 

Another categorization from Aziz and Dar (2006) is more overarching. This research divides 

the models into 1. classical statistical models, 2. artificially intelligent expert system models, 

and a third and last section for the theoretical models.  

 

In this literature review section, the categorization will be as in Aziz and Dar (2006) split up into 

classical statistical models, artificial intelligence models, and a theoretical model. The 

subdivision of the classical statistical models will be highly equal to the work of Balcaen and 

Ooghe (2006). After the classical statistical models, the review will progress to the artificial 

intelligence models. However, the NN already gained attention in the nineties. So after the 

section on classical statistical models, this research will go back in time to some extent. 

 

2.2.1 Classical statistical models 

2.2.1.1 Univariate models 
 

To the best of my knowledge, the univariate analysis is the only used model in the starting 

period of FP modelling. After the period 1930-1965, the revolutionary works of Beaver (1966) 

and Altman (1968) mark the beginning of an era of new models. The different models can be 

seen in defined time ranges. From 1930-1965/1968 the main analysis methods were all 

univariate methods for ratio analysis. The combination of different univariate ratios into one 

model leads to the launch of the MDA. 

 

Bellovary et al. (2007) indicate one ratio to be central in all studies in this time frame. The 

Working Capital to Total Assets ratio was unanimously indicated as a failing ratio in bankrupt 

firms. This research also indicated the Current Ratio as an indicator. However, the effect was 

seen as subordinate to the working capital to total assets ratio. Although there were differences 

in the number of analysed ratios, the method in this period was always the same. Based on a 

sample of non-failing firms, a standardized ratio value was indicated. A distinction between 

failing and non-failing firms was made based on a comparison between the obtained value and 

standardised value. 

 

In 1966, Beaver used the Univariate analysis for 30 ratios. According to Bellovary, the main 

contribution of Beaver’s work were the predictive abilities of individual ratios to classify a firm 

as bankrupt of non-bankrupt. The highest predictive value was obtained by the Net Income to 

Total Debt ratio (Beaver, 1966). Although Altman (1968) is seen as the founding father of  MDA, 

Beaver already indicated the importance of different ratios in his analysis. With this claim, he 
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proposed future research to compare multiple ratios in one analysis at the same time to 

improve the predictive ability of the model. 

 

2.2.1.2 Multiple Discriminant analysis 
 

What follows will become the most well-known work in the category of FP modelling. With his 

research, Altman (1968) would show a technique to attempt “the quality of ratio analysis as an 

analytical technique” (p.2). The implied MDA creates a Z-score. This score returns an overall 

viability value for a certain company. The formula combines discriminant coefficients with 

independent variables. The discriminant coefficients form a linear combination of 

characteristics (read: financial ratios) that best discriminates the groups of firms (bankrupt vs. 

non-bankrupt). The independent variables represent the actual values for the specific 

researched enterprise. The final discriminant function uses five different ratios, also called the 

five financial forces. 1. Working capital/ Total Assets (previously already indicated as relevant), 

2. Retained Earnings/ Total Assets, 3. Earnings Before Interest and Taxes/ Total Assets, 4. 

Market Value of Equity/ Book Value of Total Debt, and 5. Sales/ Total Assets. The values for 

these ratios are combined with the discriminant coefficients to retrieve a company-specific Z-

score. This method showed high predictability for the one-year before failure.  

 

In 1977, Altman released a new article that includes his updated version of the Z-score. 

Furthermore, during the eighties, MDA remained a generally accepted analysis but its 

importance declined slightly (Balcaen & Ooghe, 2006). The focus changes to the logit analysis. 

 

In 1982 Ooghe- Verbaere (Vander Bauwhede et al., 2017) invented some static and empirical 

models to conduct the viability of an enterprise. The discriminant score, equal to the Z-score 

obtained in the Altman model, is compared with a predefined critical value to categorize a 

specific firm as failing or non-failing (Ooghe & Verbaere, 1985). The independent variables 

were selected by a stepwise method, selecting the next best discriminator at each step. 

Another distinction with the original Altman model (1968) is the constant term in the function. 

According to the authors, the reliability of the model can be examined by the misclassification 

of observations. Besides, the authors also shared some critical thoughts about the model. This 

research has a retrospective character. This simply means that the model is not proven to be 

effective in predicting failure. However, it does work for known cases in the past. Known cases 

is not randomly chosen here. Not all annual accounts are immediately available at the end of 

the financial year. Especially enterprises in difficulties might postpone their annual accounts 

publication (Ooghe & Verbaere, 1985).  
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As defined above, the misclassification of observations is a critical issue in FP. Two types of 

errors might arise when classifying firms. A company that has been classified as viable might 

be in bankruptcy after X years. This type of mistake is called a type I-error or credit error. The 

other situation in which a non-viable classified company would have been viable after X years 

is called a type II-error or commercial error. Watts and Zimmerman (1986) already indicated 

the expensiveness of a Type I-error. Later, the review of Jayasekera (2018) also mentioned 

that the Type I-error is the most expensive one. This review also looked at Beaver’s study 

(1966) and added that this model classifies non-failed firms better than failed ones. This implies 

a higher Type I- error which must be considered when using the model. The question to ask 

when categorizing edge observations is all about the opportunity cost for society by indicating 

a particular firm as failing vs non-failing (Jayasekera, 2018). 

 

2.2.1.3 Conditional probability models 
 

Logit analysis 

Altman’s breakthrough triggered an era of new models. In 1980, Ohlson established the logit 

analysis. Ohlson used the shortcomings of the MDA to establish his model. The urge for 

normally distributed predictors is one of the drawbacks according to Ohlson. Another drawback 

is related to the outcome. The Z-score implies an ordinal ranking, and is therefore limited in 

terms of interpretation. The last drawback is the use of variables and predictors for the 

matching of firms. It would be more relevant to use them in a non-arbitrary way (Ohlson, 1980). 

The author concluded that the predictive value of MDA was overestimated, and the error rates 

were higher in practice than mentioned in the prior literature. Ohlson (1980) indicated four 

factors that significantly influenced the default probability. 1. The size of the company, 2. 

measures of the financial structure of the firm, 3. performance measures, and 4. liquidity 

measures. The implied probabilistic model includes random effects to the logarithm in 

combination with a vector of predictors. The result is a multivariate probability score between 

zero and one. Together with the cut-off-point, firms are indicated as failing vs. non-failing.  

 

Ohlson used the simple Binary Logit model for his analysis. Besides this model, the multinomial 

logit model and its extension, the nested logit models gained more literature attention in the 

sixties and seventies (Jones & Hensher, 2004). The multinomial logit model improves the 

binary Logit model by allowing independent variables to have more than two categories (Kwak 

& Clayton-Matthews, 2002). The binary logit model and multinomial logit model are just weight 

functions of fixed parameters without incorporating behavioural information into the 

parameters. The mixed logit model maximizes the use of this behavioural information.  
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The inclusion of additional behavioural information might improve the predictability of the model 

(Hensher & Greene, 2003). 

 

Probit analysis 

As the logit model assumes a logistic distribution (Balcaen & Ooghe, 2006), the probit model 

requires a cumulative distribution. The main distinction between the two models is the 

distribution of the observations (Klieštik et al., 2015). The logit model has flatter tails than the 

probit model. In the case where many extreme observations occur, the outcomes of the two 

models can differ significantly. 

 

2.2.2.2 Survival Analysis 

 
Another model that obtained increasing attention was the survival analysis. This model is a 

dynamic statistical tool to analyse the time until a certain event. The survival function 

represents the possibility that the business will survive past a certain time. The hazard function 

represents the rate of failure at a certain time. (Gepp & Kumar, 2008). Essentially, survival 

analysis is a useful technique in examining the effects of variables on the timing of events 

(Parker et al., 2002). The low awareness of the time dimension in FP is early indicated as a 

general issue in FP, especially in the statistical models (Balcaen & Ooghe, 2006). 

 

2.2.2. Artificial intelligence models 
 

As previously stated, the models are divided into three categories. The following will enhance 

on the artificial intelligence models. However, it must be clear that there is an overlap in periods 

between the two categories. 

 

2.2.2.1 Neural Networks 
 

The nineties could be described as a disruptive period in the landscape of FP modelling. This 

period includes the start-up of the Neural Network (NN). These models are artificial 

intelligence-based predictions used to indicate the viability of firms. Odom & Sharda (1993) 

described the distinctive nature of these models. NNS made it possible to e.g., analyse 

imbalanced data sets. ANN’s are self-improving streams. By letting it analyse more data sets, 

it will improve itself and analyse new data sets with previously acquired knowledge. 
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Balcaen & Ooghe (2006) made a clear overview of problematic topics related to statistical 

classification models. The earlier mentioned timing issue is one of the most prevailing issues 

in FP. Schumway (1999) emphasises the disturbed prediction ability of only one “snapshot” of 

the firm. The urge for a time-series-based model is certainly visible. The previously mentioned 

retrospective character of statistical models is also highlighted by these authors as an unsolved 

problem. Besides these timing related issues, some data-related problems also seem to occur 

in FP. The biggest twist in NNs is the ability to cope with certain levels of data instability and 

stationarity problems. The stationarity problem means the constant relationship between 

independent and dependent variables, which is not existing in reality. Another key contribution 

of NNs is their capacities for non-linear modelling (Van Gestel et al., 2009). Other problems as 

variable selection, and the use of annual account information are subordinate to the first two 

but also highly relevant. However, they are not further specified in this research. 

 

In 1990, Odom & Sharda were the first to use a NN model to test company failure and compare 

it with the output of traditional methods. Simply stated, this method uses a training sample (with 

a percentage of bankrupt and non-bankrupt firms) to train the network. Afterwards the data set 

that one wants to examine is inserted into the network to make predictions. Odom & Sharda 

(1990) concluded that this research has a better predictive value in all scenarios compared to 

the MDA. The predictive accuracy was also more consistent with different distributions in the 

training sample. 

 

2.2.2.3 Decision Trees 

 
Unlike logit analysis and discriminant analysis, decision trees are non-parametric. Decision 

tree modelling constitute a breakthrough in simplifying FP modelling (Gepp & Kumar, 2010). 

decision tree modelling is one of the more recent techniques. This model is normally used to 

distinguish two groups based on a predetermined variable (Gepp & Kumar, 2010). Within the 

field of bankruptcy prediction, this binary separation creates a group of failing and non-failing 

elements. This recursive process exists of diverse levels and uses cut-off values to indicate 

two, non-overlapping groups. The main advantage of this technique is the user-friendly 

interpretation of the graphical model. In this model, it is possible to incorporate different 

misclassification costs for Type I and Type II error as inputs. The first similar model was applied 

in 1985 under the recursive partitioning algorithm (Frydman et al.,1985). Around 2000, Joost 

et al. (1998) introduced the decision tree model in FP. The research of Frydman established a 

clear step-by-step plan to set up such an algorithm and compared the results with a 

discriminant analysis. Without neglecting the disadvantages of this algorithm, this research 

demonstrated the superiority over discriminant analysis. In the following years, variants of this 
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recursive partitioning algorithm were established, and the techniques seem still pertinent 

today. This model will be further examined in the following section. 

 

2.2.2.4 Support Vector Machines 
 

Machine learning models, as previously mentioned, have the capacity to deal with difficult, 

imbalanced data sets. The Support Vector Machine (SVM) is a machine learning model that 

has a high degree of generalization (Cortes & Vapnik, 1995). This made it possible to map 

non-linear data sets in a linear decision surface. Literature found a higher performance for 

SVM compared to the classic NNs (Li & Sun, 2009).  

 

SVM and decision trees are discussed briefly in this section. These models are among the 

newer ones before 2005 so it makes sense that most of the literature for these models can be 

found in the research results section. 

 

2.2.3 Theoretical models 

 
The above-discussed models can be seen as practical methods for FP. Other models like the 

option pricing model, also called contingent claims analysis, extend the category of FP from a 

more theoretical point of view.  As described by Charitou A. (2000), the standard option pricing 

model is easily determined by five variables. The underlying variables in this model are 1. the 

book value of total liabilities due at maturity, 2. the current market value of the firm’s assets, 3. 

the standard deviation of % firm value changes, 4. the average time to the debt’s maturity, 5. 

the difference between the riskless return and the firm’s pay-out yield. The intuitive reasoning 

based on these variables is as follows. If the firm’s value of the assets falls below the amount 

of debt outstanding to creditors, equity holders will arrange for bankruptcy so that the firm’s 

assets are transferred to the creditors. Because of their limited liability right, the equity holders 

will not be charged for anything because there are no liabilities anymore. 

 

2.2.4 Causes of failure and the failure processes 
 

So far, all discussed articles have addressed predictions for failure. However, it later turned 

out to be crucial to have a broader view of all factors which could cause failure. Ooghe & De 

Prijcker (2008) describe bankruptcy causes and failure processes. With this research, Ooghe 

initiated factors, both financial and non-financial, which meet the inclusion of the time 

dimension of failure. This research is concentrated on four distinct types of failure processes. 

First, the failure process of an unsuccessful start-up. Secondly, the failure process of an 
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ambitious growth company. As a third option, he included the failure process of a dazzled 

growth company. And the last one is the failure process of an established company. According 

to the author, it would be very absurd to use the same ratios to all companies in different life 

stages. As an example, one of the main reasons for failure in start-up firms is the inexperienced 

management and the deficit of obtained advice by experts. Contrarily, in more established 

firms, the management is becoming expert but might become to over-optimistic because the 

firm is doing so well. Taking ungrounded risks might lead to failure in these cases. External 

factors as wrong estimated market size, and restricted change in customer behaviour towards 

the new strategy might also be important here. Argenti (1976) excludes the latter, external 

causes, as drivers for failure in this stage. This author indicates that failure is in this stage 

mainly related to the policy of the company, and management. As the company is reaching a 

certain level of maturity, management might become less committed and motivated to keep up 

to date. A loss in competitive advantage and following increasing expenses might also 

influence the bankruptcy probability. This section aside to ensure the multifactorial view on FP. 

It might be relevant to not use a unilateral view, only focused on financial data.  

 

A brief summary of all categories has now been established. From the above, it might be 

important to retain a broad view on FP. The research results section will have to reveal whether 

this broader view is incorporated in the post-2005 enhancements. 
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3. Methodology 
 
To examine the developments in FP, a dataset of relevant articles has been composed. To 

clarify the selection, the source database and search query will be explained. Then, a clear 

timeframe will be established. In this way, all relevant articles will be incorporated in the 

research. 

 

3.1 Data set 
 

On 18/09/2022, the final dataset was retrieved from Web of Science, as opposed to the search 

query of Zambrano et al. (2021) which was conducted on Scopus. This research is a suffix to 

the literature in reviewing failure prediction modelling. Web of Science has, in contrast to 

Scopus, a completer coverage of book reviews (Scopus versus Web of Science, 2022). The 

review in the research results was therefore executed with Web of Science. By this, no degrade 

is meant towards Scopus. 

 

The keywords of this search were established based on the research of Shi & Li (2019) but 

were somewhat different. “Topic” was chosen as field search for the keywords. It became 

already clear that different articles in the dataset did mention the keywords in the abstract but 

not in the title. The keywords “failure prediction” OR “insolvency prediction” OR “bankruptcy 

prediction” OR “financial distress prediction” OR “default prediction” OR “early warning” were 

used for the search. This was combined with an AND search for “business”. There was a check 

search made with synonyms for “business”, but this did not include any extra relevant articles. 

The keywords were kept general for a specific reason. Predefining the search query with model 

names in combination with “failure prediction” limits the search engine to find new models. As 

the purpose of this research is to look for different, updated models, predefining them does not 

seem suitable for this work.  

 

The term FP might sound overarching. Failure can be related to company failure, specific 

machines, stock models, or even heart disease. All categories in the dataset were checked to 

make sure that the group of available papers only includes the relevant ones. All relevant 

categories were summarized in the table 3 in the appendix. Selecting the relevant articles from 

a dataset can be done by e.g. citations, by impact factor or by selecting certain journals. In this 

research, the relevant articles were selected by reviewing the quality of an article by the 

Australian Business Deans Council (ABDC) list (Tattersall, 2022). This list classifies journals 

by a rating, starting from A*. To ensure the quality of the dataset used in this paper, the list of 

relevant articles was limited to the A* and A journals. The dataset was computed based on 213 
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different journals. These were all checked one-by-one manually with the quality list from the 

ABDC. This results in a list of 31 different relevant journals. 

 

3.2 Time determination 
 

After specifying the relevant journals and categories, the timeframe has been established. In 

the very beginning, the number of articles was limited. Figure 3 in appendix gives an overview 

of the released papers since 1954 until now without the prespecified categories and journals 

as described above. In 1960 the two researches include Altman’s research and Beaver’s work.  

 

The biggest twist in the number of articles can be found around 1980 and in the period 2005-

2015. The latter period is relevant for the starting point of this research and explicable. Starting 

in 2007, reaching the worst in 2008, Belgium and the entire world suffered a credit crisis until 

2011 (Crouhy et al., 2008). This crisis found its origin in the United States real estate market. 

This disaster had an influence on all sectors and so business failure became a hot topic. Until 

then, bankruptcy prediction modelling had not received sufficient attention. This crisis made it 

a prominent theme (Barboza et al., 2017). The changing interest is also remarkable in the 

number of released papers. With this reasoning in mind, the period of 2007 has been 

determined as an interesting starting period for this reviewing paper. However, this paper is a 

follow-up to the chapter of failure prediction modelling in the book Financiële Analyse van de 

Vennootschap (Ooghe et al., 2021). This chapter assesses various models until 2005.  

 

Since these two time periods fall in the same range, 2005 will be taken as the starting point of 

the review. Again, the research question therefore is: what are the developments in FP 

modelling from 2005 onwards? This period of 17 years covers the interest of both statistical 

and artificial intelligence models. Adjusting the dataset with this timeframe, a total of 338 

articles were determined relevant for the period 2005-2022. 
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4. Research Results 
 

4.1 Bibliometric analysis 
 
It is impossible and of no added value to describe each of the 338 articles of the dataset. 

Therefore, a bibliometric analysis might help to give an insight into the retrieved dataset before 

going into more detail. Bibliometric analysis is used in part to identify and visualize relations 

between different journals or authors (Henninger, 2012). It also allows to indicate related 

keywords. As mentioned by Shi & Li, (2019), bibliometric analysis does not only look for links 

between articles but can also identify trends in enormous amounts of quantitative data.  

 

Before using the bibliometric analysis on the dataset, a summarizing table of the most cited 

works in the dataset is shared. In appendix table 4, sixteen researches with their respective 

publication year, author and journal can be found. The cut-off value for this table was set at 

more than 150 citations. The journal Expert Systems with Applications is most frequently cited 

in these researches. This journal is specified in domains related to artificial intelligence, 

computer science application and engineering (Resurchify, 2022). This might indicate a major 

interest of artificial intelligence models in failure prediction modelling over the statistical ones. 

However, a more profound search will be necessary to extract conclusions from the dataset. 

 

To gain insight into the dataset, a bibliometric analysis was conducted. Starting from the Web 

of Science dataset, the 338 relevant articles were inserted into VOSviewer. This is a 

visualization tool for bibliometric networks developed by Van Eck & Waltman from Leiden 

University, Netherlands. First, the important authors and interrelatedness between authors was 

examined. VOSviewer makes it possible to search for this interrelatedness. The figure below 

shows the interrelatedness between authors with a minimal of three articles within the period 

2005-2022. Combined with the Web of Science list of most mentioned authors, an enumeration 

of regularly active authors in the timeframe can be established.  
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Figure 1: Interrelatedness authors VOSviewer 

Du Jardin, Li, Sun, Doumpos and Quenniche are authors worth mentioning. The researches 

of these authors are certainly relevant for further examination. However, plenty authors have 

a certain research domain so they publish several articles of one or two models. This research 

has the purpose to give an overview of all relevant models and enhancements. It is therefore 

possible that the appearance of the authors is less prominent in the discussed articles below. 

 

The keyword search, another visualization possibility, might be the most important related to 

this research. This tool searches for common keywords in the articles. This visualization does 

not only indicate which keywords are used intensively, it also shows which keywords occur 

frequently together. The figure below shows all the author keywords that meet the minimum 

occurrence of five. These author keywords are keywords that are, according to the author, 

most appropriate in accordance with the article. The figure’s colours range from blue to yellow 

to sort them by period. Bankruptcy prediction and financial distress are obviously the most 

used ones. Terms as SVM and logistic regression are also standard practices in FP modelling 

and appear frequently according to the visual.  It is interesting to see that some of the statistical 

models also preserve their value. As such, logistic regression, and financial ratios are still 
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indicated as keywords in some authors’ work. NN and ensemble learning are also frequently 

mentioned and well-known in this research area. The relatively newer techniques as Adaboost, 

genetic algorithms and deep learning were also all indicated to occur frequently. Without 

extracting direct conclusions from this, this might prescribe a shift in models. It is possible that 

smaller, less-known, newer models are less visible in this search because of the minimum 

occurrence requirement of five. Therefore, more in-depth research is needed. 

 
Figure 2: Author keywords VOSviewer 

 
The last feature of the bibliometric analysis that is relevant for this research is the geographical 

distribution. In appendix figure 4, the geographical distribution is shown by number of citations 

per country. The density of the country in the figure illustrates the magnitude of citations. It is 

clear that China, England, and USA are the main countries in this visual. However, Belgium 

also seems to appear in the top ten equal to Germany and France. 

 

Zambrano et al. (2021) also used a bibliometric analysis tool to analyse their data. However, 

this research did not do an in-depth search in the data. The basic models that were indicated 

in studies of Zambrano et al. (2021) and Shi & Li (2018) were together summarized in table 5 

and table 6 in appendix. These will not or briefly be explained in this research, as there is no 

added value in re-explaining the basic findings of these models. However, this research does 
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look at certain general trends in NNs, and further enhancements on models that are worth 

mentioning. The way this research categorizes a model or enhancement as worth mentioning 

is discussed below. The figure of VOSviewer with the author keywords gives a general trend 

implication. However, in the following section, an in-depth search was done.  

 

4.2 In-depth search 
 

To the best of my knowledge, there is no program or algorithm that sorts all articles one by one 

in the right category. So, every article of the 338 articles was first analysed based on the title 

and abstract to find which model was used. However, for various articles, it was still not clear 

what method was exactly used for the research. In these articles, a more in-depth search was 

needed. 

 

Based on this research, a total list of models and enhancements was established. The models 

with an occurrence of five different researches were directly classified in the table. The ones 

that did not match the five-time occurrence were added based on relevance or high number of 

citations in relation with the time passed since publishing. It might be possible that models 

were already existing before 2005 but did not receive the same attention then. Because the 

research question is about developments in failure prediction modelling since 2005, a reuse or 

more intensive use of a pre-existing model is also an important development. Together with 

this rationale, the table below was created. 

 
As previously mentioned in the literature review, the classifying technique is equal to Aziz and 

Dar (2006). The only difference is the absence of theoretical models as the Option Theory in 

the literature review. The table below shows a summary of the further discussed models. In 

other words, it constitutes a summary of all developments in failure prediction modelling from 

2005 based on the retrieved dataset. 

 

Statistical models Enhancement one 

Discriminant analysis Markov for discriminant analysis 

Magic square 

Logistic regression Random effects logistic regression 

Tax arrears 

FiTo-meter 

Hazard model Improved discrete time hazard model 

The frailty model 
Table 1: Statistical models and enhancements from dataset 
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Artificial Intelligence models Enhancement one Enhancement two 

Neural Network 
 

General Regression NN Fruit Fly Optimization 
algorithm 

Self-Organizing Maps Growing Hierarchical Self-
Organizing Maps 

Topological Patterns 

Quantile Regression  

Support Vector Machine   

Genetic Algorithm Hybrid Genetic algorithm  

Real-valued Genetic 
algorithm 

 

Bayesian Network   

Case-based reasoning   

Ensemble models Bagging Random Forest 

Boosting Adaptive Boosting 

Gradient Boosting 

Extreme Gradient 
Boosting 

Stacking  

Deep learning Convolutional NNs  

Natural Language 
Processing 

 

MCDA PROMETHEE  

 Data Envelopment Analysis Graph Theory 

Table 2: Artificial Intelligence models and enhancements from dataset 

 

The following section will go more in depth into new, updated, or combined models. Categories 

for which no new or relevant information was found in the dataset are not discussed in the text 

below. To limit the table to the essentials, applications on certain models were not listed and 

explained if they were not significantly different. E.g., the Adaboost  was executed on the SVM 

in the dataset, but this research limits itself to AdaBoost in general. 

 

4.2.1 Classical Statistical models 

4.2.1.1 Discriminant analysis 
 

The oldest models can be found within the statistical models, and more precisely in 

discriminant analysis. In the literature review, considerable attention was already given to this 

part. These are easy-to-interpret models and proved to be established practices today. 

Discriminant analysis is mentioned in almost every literature review of researches in the 

dataset and is discussed in more detail or used as a basis for comparison. The authors still 

indicate discriminant analysis as a keyword of their research in 81 of the 338 articles. With this, 

it was not said that the predictive value is equal to more recently developed models. Very few 
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renewing works were published in this research domain due to an increased attention for more 

dynamic and flexible models (Volkov et al, 2017). This author used Markov for discrimination 

on a Belgian database. This model (partly) fulfils the dynamic requirement which most 

statistical models failed to achieve. The latter mostly use a moment analysis. Using multiple 

time periods in the non-ensemble models showed a better classification accuracy than the 

traditional one-time evaluations. This Markov analysis also shows remarkable results for the 

logistic regression.  

 

Besides, another innovative scoring method, called the magic square, has been implemented   

in macro-economics. Bemš J. et al (2015) introduced this in the field of corporate failure cases. 

Based on the financial indicators as in Altman’s research (1968), a polygon area was indicated 

for each company. Although the method is not outperforming artificial intelligence models, it is 

an improvement on simplification of interpretation (Bemš J. et al, 2015). These two 

enhancements demonstrate that the statistic models are not just used to compare and show 

the performance superiority of certain artificial intelligence models. Furthermore, artificial 

intelligence models will also prove more difficult on implementation and comprehensibility. 

However, Du Jardin (2017) concluded that the FP accuracy declines with financial ratios when 

the time horizon enlarges. 

 

4.2.1.2 Logistic regression model 
 

Ooghe is a widely cited author in this research. He is a non-negligible author in the Belgian 

literature of FP. In 2005, Ooghe & Spanjers created the FiTo-meter which is the first model in 

the Simple-Intuitive models, as they call it. The model is constructed based on eight different 

ratios, assembled from the four dimensions of a company’s financial health: liquidity, 

solvability, profitability, and added value. By using a logit transformation, all ratios get a value 

between zero and one. Based on this, the FiTo-score is calculated as an average of these logit 

scores. This model does not enhance much on misclassification errors. Although, the model 

seems to perform well one and three years before failure which enhances on the number of 

times a model needs to be calculated. Besides, the FiTo-compas improves the interpretability 

by assigning the ratio performance of a certain company in a visual. Further, by excluding the 

coefficients in discriminant analysis, the model is certainly an improvement when it comes to 

stability and robustness.  

 

Alongside the discriminant analysis, the logit model was also previously mentioned in the 

literature review. These models already made a shift from the original binary model to the 

nested logit model (Klieštik et al. 2015). Sohn & Kim (2007) applied the random effects logistic 
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regression model for bankruptcy prediction. They identified the problem that until then, existing 

models could not explain the varying default probability under same conditions. Their model 

also incorporates uncertainty that cannot be explained by company’s characteristics. The 

results show the superior classification accuracy of the model over the fixed effects logistic 

regression model. 

 

Lukason & Andresson (2019) focused on tax arrears in FP. The authors start from the rationale 

that frequently postponing payments lead to an increase in the likelihood of failure. Adapting 

this hypothesis on the tax arrears of a company leads to a logistic model that accounts for 

postponed tax payments in addition to financial ratios. The combination of these model 

increases the prediction accuracy above the levels of both models separately. Moreover, the 

tax arrears are particularly useful when the bankruptcy date is approaching. This is in 

accordance with the prediction accuracy of financial ratios. It also increments when the time 

horizon narrows down (Du Jardin, 2017). 

 

4.2.1.3 Hazard model 
 

Hwang & Chu (2014) used an approved model of the discrete time hazard model. Before this 

research, the model assumed constant firm-specific predictors. By using this more flexible 

variant, it is possible to incorporate the evolution of macroeconomic dynamics e.g., economic 

downturns in crises. The possibility for these coefficients to fluctuate enhanced the predictive 

power of the model. 

 

Another evolution in the hazard models is the use of the frailty model. The basic idea behind 

the frailty model is that a firms default probability correlates high with its industry default 

probability. Hertzelf & Officer (2012) already prove that default clustering is intra-industry 

related. The research of Chen & Wu (2014) goes even further, they use a frailty model with a 

hazard rate function. These researchers state that accounting for sectoral frailties decreases 

the bias and improves the predictive power of FP forecasting.  

 

4.2.2 Artificial Intelligence models 

4.2.2.1 Neural Networks 
 

Alongside the hazard model, the NNS are also previously described in the literature review 

section. The broad scope of NNs and their various forms of application are both theoretical 

and practical. Shi and Li (2019) reported that NNs combined with the logit models are among 

the most frequently used ones. 
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The general regression NN as described by Specht & Romsdahl (1994) is “based on finding 

the expected value of a dependent variable given a set of input measures” (p.1). This model 

differs with the previous NNs in estimating continuous variables. The continuous variables 

occur when time-variation is considered. Furthermore, this model improves a lot on speed in 

training data processing. An important application of this model is in the Fruit Fly Optimization 

algorithm. Pan’s (2011) highly influential work, according to the number of citations, is an 

algorithm based on the food finding behaviour of the fruit fly. This gives a minimum and 

maximum value to the firms. Pan used four financial ratio variables. Being the Revenue Growth 

Rate, Fixed-Asset Growth Rate, Operating Profit Margin, and Profit Margin. The dependent 

variable in this research are the companies in risk. The main advantage of this algorithm is the 

continuing quality improvement of the result during the iterative process. The general 

regression NN indicates an improved prediction accuracy by implementing this algorithm.  

 

Also, in the category of NNs, the Kohonen Map was the first in the self-organizing maps. This 

new machine learning technique is typified by unsupervised learning. Unsupervised learning 

can essentially be described as searching for patterns and similarities based on input data 

without predefining a certain output or pattern. In machine learning, this output will be 

represented as a two-dimensional map (Lee et al., 2005). The output is mostly represented on 

a rectangular grid. This type of visual representation often ends up in a reduction of 

dimensionality. Although this method was already invented in the nineties, the application of 

Kohonen maps to bankruptcy prediction was around 2000. Lee, K. et al (2005) also described 

the change in interest from back propagation (an algorithm for data training) to Kohonen maps, 

mainly because of their unsupervised nature. It is prominent that in the period 2005-2012, 

almost no researches about self-organizing maps were published in the retrieved dataset. The 

subsequent period does include considerable researches on this topic. These researches 

include e.g. Kernel-based fuzzy self-organizing maps and growing hierarchical self-organizing 

maps. The latter is an extension on the self-organizing map and is used by Huang, S. et al. 

(2014) for topological pattern discovery. By using this clustering model, the self-organizing map 

serves again as fraud detection model. This enables other sources than purely accounting data 

in failure prediction modelling. The section of deep learning will incorporate some of these 

alternative sources and go into more detail. 

 

The last enhancement in the NNs is the quantiles regression function. Most of the regression 

functions have the purpose of minimizing the squared error loss function. Recently, Krüger & 

Rösch (2017) implemented the quantile regression function which is based on minimizing the 

loss in a quantile. Even more recently, Kellner et al. (2022) enhanced this function by using 

the quantile regression with a NN. This must enhance the flexibility of the model and allows 
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non-linearity in quantiles. This research has the title “ Opening the black box -Quantiles neural 

networks for loss given default prediction”. The purpose is, other than the majority of the 

dataset researches, to look beyond the prediction accuracy improvement. It tries to give an 

understandable processing of the data which is a problem artificial intelligence models still 

struggle with. 

 

4.2.2.2 Support vector machine 
 

In accordance with the starting data of the timeframe (2005), the support vector machine 

learning model began to arise (Min & Lee, 2005). This model was originally invented for pattern 

recognition and found its way as an unsupervised machine learning technique around 2003. 

Van Gestel et al. (2003) were among the first to use the Least square SVM in comparison to a 

NN. Throughout the years, SVM continues to appear on a regular basis in the dataset. 30% of 

the authors in this dataset indicated SVM as an author keyword. According to Veganzones & 

Séverin (2018), the intensive use of this model over time is mainly related to imbalanced data 

sets. These authors indicate the processing of imbalanced datasets as one of the main 

weaknesses of the classic prediction models (logit analysis, random forests) For the SVM 

model, there is an almost unchanging prediction accuracy by using balanced or unbalanced 

data inputs. The vast majority of researches in the dataset use SVM as a point of comparison 

with other models (Kumar, P. & Ravi, V.; 2007), (Lessman et al., 2015) or as an ensemble 

processing model for a particular case (Wu et al., 2007), (Sun et al., 2017). More detailed 

research to all these ensemble models would lead this study too far. Exploring the evolution in 

SVM ensemble models (read: combinations with SVM) would be an interesting path for follow-

up research. This is further discussed in the future research section. 

 

4.2.2.3 Genetic algorithm 
 

Genetic algorithms have frequently been combined with other artificial intelligence models. 

This hybrid algorithm is mainly done in combination with a NN and the later discussed case-

based reasoning. The idea behind this algorithm is the survival of the fittest. This algorithm is 

used to optimize the selection of indicators for the NN. By selecting the “fittest” indicators, a 

string is formed which keeps optimizing itself until no more value adding indicators can be 

found (Shin, & Lee, 2002). The evaluation function in genetic algorithms is called the fitness 

function. According to Kozeny (2015), the importance of the fitness function was neglected too 

often. This author also indicates the existence of similar functions as the fitness function. An 

example is a function based on a bitmask. However, these alternative functions will not be 

further elaborated.  
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The genetic algorithm knows a much broader application range in recent years. E.g., the study 

of Min et al. (2006) applies the GA in a hybrid form with the SVM to optimize the feature subset 

and parameters of SVM. Beside the hybrid form to optimize the SVM’s parameters, the real-

valued genetic algorithm also aims to optimize the parameters (Wu et al., 2007). The real-

valued genetic algorithm is more straightforward, faster and more efficient than the standard 

binary genetic algorithm. 

 

4.2.2.4 Bayesian Network models 
 

The use of the bayesian model in the domain of failure prediction was first examined in 2001. 

Because the major theoretical contributions lay behind 2005, this model is not yet covered in 

the literature review section. This model mainly differs in requirements for the underlying 

distribution of variables (Sun, l. & Shenoy, P.; 2006). This model is very adaptive and can 

model complex relationships and observations with missing values.  

 

4.2.2.5 Case-based reasoning 
 

The main difference with case-based reasoning is that it uses a similar enterprise to assess 

the bankruptcy classification instead of searching for a pattern as done in unsupervised 

learning (Alaka et al., 2018). The basic for this technique is the nearest neighbour algorithm 

(Kumar & Ravi; 2007). Based on the research in the dataset, case-based reasoning is still used 

recently but the usage is declining. Fabio et al (2016) used a general-purpose case-based 

reasoning. This technique uses an overall similarity in accordance with the case base and a 

local similarity to retrieve the most similar cases. Based on the dataset, other articles use case-

based reasoning in combination with e.g., the genetic algorithm. Overall, the use of case-based 

reasoning is limited in the dataset. 

 

4.2.2.6 Deep Learning 
 

Deep learning is relatively new within FP. These models use multiple layers of NNs, but also 

extract features automatically. So even less human intervention is necessary than in NNs (Qu 

et al., 2019). This can be helpful in unstructured data inputs as images and texts (Mai et al, 

2019). However, these models counter with an even larger black box towards statistical 

models. Vis-à-vis the NNs, the deep learning models also require more training data. These 

models are more accommodating for large data sets.  
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According to Du Jardin (2022) the number of researches to deep learning models increased 

significantly in the latest years. convolutional NNs is an example of such a model. It received 

much theoretical attention but had very little practical application. Although it is a NN, it suits 

more within the category of deep learning models. As explained in Hosaka (2019), this network 

can predict bankruptcy by inputting financial ratios as an image. According to Du Jardin, the 

limited use is related to the unadjusted accounting input data. Du Jardin (2022) proposes a 

model that transforms data into topological data. This gives geographical designs to analyse 

the dataset. In this case, the results are presented as an image, based on a self-organizing 

NN. Using this data in combination with the convolutional NN model shows a major predictive 

ability than traditional models as MDA, SVM, and ensemble models.  

 

Du Jardin is not the only researcher that refers to the problem of input data. In 2015, Lang & 

Stice-Lawrence also indicate a problem in quantifying textual disclosures. Besides market-

based and accounting-based variables, the interest for textual disclosures in financial reporting 

is also gaining notice (Mai et al. 2019). By using Natural Language Processing, the textual 

component as the management discussion and analysis is transferred into numerical units. 

The outputs from the word embedding layer, described by Milkov et al. (2013) are used in two 

deep learning model architectures. The average embedding model, and the convolutional N 

as already described above. The research results of Mai et al. (2019) confirm the incremental 

value of textual disclosures in combination with accounting/ market-based information. In 2019, 

Matin et al. conducted similar research to the predictive value of text segments on predicting 

distress accuracy. This article shows the difference in added value between textual segments 

from managers analysis vs. auditor analysis. As could be expected, the prediction accuracy 

increased more in the model that incorporated audit reports.  

 

4.2.2.6 Ensemble modelling 
 

All models in the literature review are homogenous methods. In contrast, heterogenous 

ensemble models are gaining much attention in the research results. Those heterogeneous 

models, combinations of homogenous models, mainly improve the field of FP by improving  the 

prediction accuracy in almost all models (Kim et al., 2010) (Xia et al., 2018).  

 

Within the ensemble modelling, bagging, boosting and stacking are frequently used methods 

(Wang et al., 2011). Although they already exist for a long time, the occurrence in the dataset 

is undeniable. Both Xia et al. (2018) & Wang et al. (2011) refer to logistic regression analysis, 

decision tree, artificial NN, and SVM as the four most common used base models, also called 

weak learners. The bagging, boosting and stacking approaches are, simply put, ways to 
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combine these weak learners. It is important that the chosen aggregation method is in 

occurrence with the weak learners. e.g., models with a high bias and low variance should have 

an aggregation method that has the purpose of reducing bias (Rocca J, 2019). 

 

Bagging 

The first one, bagging (read: bootstrap aggregating) came up with the highest predictive value 

in the researches above (Xia, et al, 2018) & (Wang et al. 2011). The concept behind bagging 

is to combine the predictions of several base learners to create a more accurate output. Each 

training data subset is used to train a different base learner of the same type. 

 

In 2001, Breiman implemented the random forests based on the bagging method. More 

awareness came especially after 2010. Since then, the model has been frequently used in 

works in the dataset of this research. The algorithm processes parallel, in contrast to the 

AdaBoost model in the next section, and improves especially in terms of overfitting. Overfitting 

is the problem where a model incorporated every aspect of the training data too well. It uses 

all the negative noisy data and details on new samples of the database which makes it 

inconsistent (Dietterich, T.1995). The main point of divergence between bagging and the 

updated version random forests is the forced choice to only some of the features. This choice 

is random, so the different decision trees use differing features on their sample of the dataset. 

As a result, the different outcome will not only be based on differences in the data sample, but 

also on differences in the features. In this way, the prediction accuracy raises. The main 

drawback of random forest is that it cannot be used in time-varying data assessments. 

(Nikulski, 2020). Brown & Mues (2012) pointed out that both Random Forests and the further 

discussed gradient boosting have good prediction accuracies and work well when coping with 

imbalanced data sets. 

 

Boosting 

The second ensemble model is boosting. The basic idea of boosting is to repeatedly apply a 

base learning to modified versions of the training dataset, thereby producing a sequence of 

base learners for a predefined number of iterations. From the dataset, it became clear that the 

Boosting method is a popular technique, especially its enhancements are widely used. 

Moreover, the AdaBoost (read: Adaptive Boosting) technique emerged as a commonly used 

method. Alfaro et al. (2008) describes AdaBoost as “based on building consecutive classifiers 

on modified versions of the training set” (p.11). This method has a sequential pattern and 

penalizes wrong predicted samples from a dataset by giving it more weight in the next round. 

In this way, these errors will be avoided, and the prediction accuracy will keep increasing. The 

weighting given to this adapted training set was indicated as the biggest difference between 
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bagging and boosting. Alfaro’s research also highlights the impressive usefulness of AdaBoost 

based on the decision tree models. 

 

Extreme gradient boosting (XGBoost) is an improvement and extension to GBDT (gradient 

boosted decision trees). The XGBoost is an ensemble of boosted trees (Chen, 2015).  

XGBoost can better avoid the overfitting problem and optimizes the objective function (Xia Y. 

et al; 2017). According to Zieba et al (2016), the main motivation for the use of the XGBoost 

method is explained by an example. The estimators of economic indicators can have high 

variances due to huge changes in a small sample of companies. The poor prediction coming 

from Gradient-Based models like NNs and logistic regression might be overcome by using the 

XGBoost. Alongside deep learning, XGBoost is one of the most successful methods for large 

scale data classification. 

 

Stacking 

Although the stacking method was already developed many years ago, around 1990, it is 

included in the result section and not in the literature review. It is just recently getting more 

attention in FP (Wang et al., 2011). “stacking is an ensemble learning and general method of 

using a high-level base learner to combine lower-level base learners to achieve greater 

predictive accuracy” (p.5) Wolpert (1992). The main difference with bagging and boosting is 

the heterogeneousness of the underlying models. Besides the research of Wolpert (2011), 

Zhang, W. et al (2021), Yao J. (2022) and many other recently presented researches based 

on ensemble modelling using the stacking approach. These authors declare using the method 

to remove e.g., noisy data, parameter optimization and outliers. 

 

The stacking method forms together with the bagging, boosting, and other derivative methods 

most of the ensemble models. The aforementioned better prediction accuracy and, especially 

with bagging, relative easiness in use highlights the most positive contributions of the 

ensemble models.  

 

4.2.2.7 Multi Criteria Decision Aid 
 

An overarching model in FP modelling is the Multi-Criteria Decision Aid (MCDA). This method 

is already used in a many finance fields as portfolio selection and investment appraisal 

(Mousavi & Lin, 2020). According to these authors, the model helps to solve the conflicting 

ranking problem of different performance criteria in mono-criterion evaluation. They propose 

PORMETHEE II, a multi-criteria evaluation of different prediction models, that meets the 

multidimensional requirements of financial decisions. A combination of statistical and artificial 
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intelligence models can be used with this method. The research of Mousavi & Lin (2020) 

concludes that incorporating corporate governance indicators outperforms the statistical 

models that do not include these indicators. The study of Mousavi & Lin (2019) on MCDA refers 

to the corporate governance indicators as board composition and director characteristics in FP 

modelling. A further improvement of the model performance can be achieved by incorporating 

Ensemble methods (Mousavi & Lin, 2019). Like Deep Learning models, the MCDA can also 

process enormous amounts of data. According to the authors, MCDA is used too little 

compared to the mono-criterion model. The ease of using mono-criterion is in contradiction 

with the usefulness of conflicting rankings and the restricted number of criteria. 

 

Data Envelopment Analysis 

A subcategory in MCDA is the data envelopment analysis (Li et al., 2017). Premanchandra, I. 

et al (2011) described the nature of data envelopment analysis “to assess the efficiency of 

decision-making units that have multiple inputs and outputs” (p.2). This technique differs as it 

does not apply for any requirements regarding relationships between inputs and outputs. 

Neither does it requires a large sample size, and it evaluates each decision-making unit 

individually (Premanchandra L. et al. 2011). These features caused data envelopment analysis 

to be highly relevant in literature in general (Paradi, J. et al;2014) and in the dataset of this 

research.  

 

As data envelopment analysis began to appear in literature in the nineties, the application to 

bankruptcy prediction was only from 2000-2004 onwards. In 2004, Cielen et al. compared the 

predictive accuracy of data envelopment with more traditional techniques, thereby focusing on 

the Type-I and Type-II forecast errors. These authors concluded that the prediction accuracy 

of data envelopment analysis outperforms the universally used decision trees. Furthermore, 

the model shows the highest Type-I accuracy of all the models. Type-I, as previously 

elaborated in the literature review, is the most important and costly error that must be 

minimized. Due to its popularity in the dataset and great prediction accuracy, data envelopment 

analysis should be added to the list of influential and accurate models. 

 

In the dataset, several types of models within data envelopment analysis began to appear. The 

Malmquist- and Slacks-based data envelopment analysis are two examples of submodels. All 

submodels showed little appearance in number of articles and citations. This can partly be 

explained by the only recent appearance of these models (2018-2022). A thorough analysis 

would lead this research too far and provides little added value. A fairly complete overview of 

the submodels has been presented in Mousavi et al. (2022). 
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Graph theory 

This research already showed some models that incorporate the importance of non-accounting 

data. Yildirim et al. (2021) highlight the importance of the less accessible invoice data to 

analyse the relational trading information among companies. The clients/suppliers of your 

clients/suppliers are important for your own default prediction. A company in default will first 

affect the companies which are incorporated in its value chain, but also the related companies. 

This innovative default prediction model is based on the graph theory in big data analytics. 

This research works with a weighted customer score for each client in order to obtain a total 

score for failure prediction. The perfect information assumption in this model is less obvious. 

Other factors as knowing all your customers and time expenditure are not realistic for some 

companies. Although this technique is part of data envelopment analysis, the practical 

implementation might be limited. Therefore, this model floats between the data envelopment 

analysis and the theoretical models.  

 

The more theoretical graph theory is the last model in the overview of the artificial intelligence 

models. Hereby, all trends arising from the dataset and Bibliometric Analysis are discussed. 

For models like the SVM, a more general trend is covered. In turn, other models received a 

more detailed analysis. In following, a general conclusion will be drawn. First, a discussion 

section will follow with limitations of this research and future research directions. 
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5. Discussion 
 
Limitations 

Although this research is intended to be an added value to the already existing literature and 

review articles on FP, some limitations need to be highlighted. First of all, it should be clear 

that the strict quality restriction on the data collection might have an impact on the research 

results and conclusion. This research uses the ABDC list to indicate quality journals. As a 

result, influential articles from lower than indicated quality journals are possibly not included in 

the research results. Furthermore, newer models developed in 2021 and 2022 that received 

few citations may also not be included in the results. 

 

Regarding the database, Web of Science has been used in this study. In Zambrano et al 

(2021), Scopus was used as database. By choosing Web of Science, all relevant reviewing 

articles were certainly incorporated but it is possible that some articles from the Scopus 

database have not been included. The researches from this dataset were categorized into 

statistical, artificial and theoretical models. The latter domain was only narrowly developed. In 

this study, the choice was made to prioritize to the models used in practice. Furthermore, in 

the research results section a country level analysis of the models was made. This clarifies 

which countries, by number of citations, are the most important in literature. However, there 

was no breakdown by popularity of certain models within countries. 

 

Future research directions 

This latter constraint directly develops the first opportunity for future research directions. An in-

depth search to country-specific popularity in FP models could clarify country-level differences. 

It might for instance be possible that a particular country has a general preference to the 

statistical models with accounting input data vs. countries preferring deep learning models with 

a broader input data requirement.  

 

As mentioned with the SVM models, numerous variations were implemented in the dataset. 

Especially the ensemble methods that use SVM know a considerable number of variations. 

These were not further specified in this research but might be an interesting starting point for 

in-depth research to this model. This study concisely discussed the main developments in FP 

modelling. A more comprehensive analysis with further comparison between the different 

models would be a worthwhile extension in this study area. 

 

Firms fail in all divergent phases of the firm life cycle. An introductory reflection of these 

researches was reported in the literature review. This might be an important fallacy that current 
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models do not take into consideration. Should statistical vs/and artificial intelligence models be 

more adapted regarding the life stage a firm is in? This could be the research question of a 

next study. 
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6.Conclusion 

 
What are the developments in failure prediction modelling from 2005 onwards? This was the 

research question that has been covered by this study. 

 

Generally, the number and importance of artificial intelligence models have been increased. 

However, as discussed in the bibliometric analysis, the statistical models reach a persistent 

appearance in literature. Fewer new models were developed in this category, but the already 

existing models retain their use in practice. First, it is important to mention that a one-fits-all 

model did not exist before 2005, and still does not exist today. Differences in available input 

data: balanced vs. imbalanced, accounting vs. market vs. corporate governance data influence 

the type of model required/ possible. Ease of interpretability is also a distinctive feature in the 

discussed models. A linear model as the Z-score model is more useful and explainable than a 

deep learning technique. However, the quantile regression function is an example which tries 

to enhance the interpretability of the artificial intelligence models. 

 

The main development can be described in one word: multidisciplinarity. The ensemble models 

know a great prediction accuracy improvement because of the combination of models. The 

MCDA also uses a multiview technique. This combination of models and data enhances the 

accuracy but requires more abstract thinking skills, time to calculate. This also effects the 

difficulty for others to recheck a calculation. 

 

When choosing a suitable model, it will be important to distinguish what is important for the 

user and the situation in which they want to use the model. In my opinion, most of the artificial 

intelligence models fail to enhance the interpretability of the model to the level of the statistical 

models. The main question before using a FP model should be: Is interpretability in this 

particular case more important than a difference of 1,2,3… percent accuracy? Although, most 

of the artificial intelligence models are relevant if you want to reach a higher accuracy and you 

are familiar with e.g. analysing models of textual patterns in financial statements. Besides the 

user of the model, the other main element for some artificial intelligence model is the availability 

of the necessary data. If you e.g. can include corporate governance indicators in the model, 

then MCDA might be a suitable model for the analysis. In short, the persistence of statistical 

models in the literature proves that the more dynamic models bring several challenges in 

addition to their potential. 
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6. Appendix 

 

 
  Figure 3: Number of published articles in FP modelling (Zambrano et al., 2021) 

 

Figure 4: Geographical distribution of the dataset, visualized by VOSviewer 
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Relevant Web of Science categories in the dataset 

Operations Research Management Science 

Computer Science Artificial Intelligence 

Management 

Business Finance 

Economics 

Computer Science Information Systems 

Business 

Information Science library 

Computer Science Interdisciplinary Applications 

Science Software Engineering 

Computer Science Theory Methods 
Table 3: Relevant WoS categories in dataset 
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Table 4: Most cited researches 

 

 

 

 

1 Pan, WT 2012 A new Fruit Fly Optimization Algorithm: 
Taking the financial distress model as 
an example 

Knowledge-
Based Systems 

2 Kumar, PR & 
Ravi, V. 

2007 Bankruptcy prediction in banks and 
firms via statistical and intelligent 
techniques- A review 

European Journal 
of Operational 
Research 

3 Min, JH. & 
Lee, YC 

2005 Bankruptcy prediction using support 
vector machine with optimal choice of 
kernel function parameters 

Expert Systems 
with Applications 

4 Shin, KS, 
Lee, TS, Kim, 
HJ 

2005 An application of Support vector 
machines in bankruptcy prediction 
model 

Expert Systems 
with Applications 

5 Lessmann et 
al. 

2015 Benchmarking state-of-the-art 
classification algorithms for credit 
scoring: An update of research 

European Journal 
of Operational 
Research 

6 Duffie, D. et 
al. 

2007 Multi-period default prediction with 
stochastic covariates 

Journal of 
Financial 
Economics 

7 Brown & 
Mues 

2012 An experimental comparison of 
classification algorithms for imbalanced 
credit scoring data sets 

Expert Systems 
with Applications 

8 Xia, YF et al. 2017 A boosted decision tree approach 
using Bayesian hyper-parameter 
optimization for credit scoring 

Expert Systems 
with Applications 

9 Min et al. 2006 Hybrid genetic algorithms and support 
vector machines for bankruptcy 
prediction 

Expert Systems 
with Applications 

10 Wu et al. 2007 A real- valued genetic algorithm to 
optimize the parameters of support 
vector machine for predicting 
bankruptcy 

Expert Systems 
with Applications 

11 Barboza et al. 2017 Machine learning models and 
bankruptcy prediction 

Expert Systems 
with Applications 

12 Geng et al. 2015 Prediction of financial distress: An 
empirical study of listed Chinese 
companies using data mining 

European Journal 
of Operational 
Research 

13 Sun et al. 2014 Predicting financial distress and 
corporate failure: A review from the 
state-of-the-art definitions, modelling, 
sampling, and featuring approaches 

Knowledge-
based systems 

14 Ziebe et al. 2016 Ensemble boosted trees with synthetic 
features generation in application to 
bankruptcy 

Expert Systems 
with Applications 

15 Olson et al. 2012 Comparative analysis of data mining 
methods for bankruptcy prediction 

Decision Support 
Systems 

16 Delen et al. 2013 Measuring firm performance using 
financial ratios: A decision tree 
approach 

Expert Systems 
with Applications 
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Table 5: Statistical models from Zambrano et al. (2021) and Shi & Li (2018) 

 

 

Table 6: artificial intelligence models from Zambrano et al. (2021) and Shi & Li (2018) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Statistical models 

Discriminant analysis 

Logistic regression/logit 

Probit 

Hazard model 

Partial least squares 

Artificial Intelligent techniques 
Neural Network 

Support Vector Machine 

Data Mining 

Decision Tree 

Genetic Algorithm 

Rough set 

Fuzzy logic 

Case-based reasoning 

Data development analysis 

Adaboost 

K-nearest neighbours 

Bayesian network 
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