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ABSTRACT

Urbanization is one of the most intensive human-induced land use changes and is

predicted to rapidly increase in the coming decades. Urbanization leads to many bio-

physical changes, such as changes in albedo, soil moisture, evaporation or aerody-

namic resistance. These changes affect how the land interacts with the atmospheric

boundary layer, the lowest part of the atmosphere that is in direct contact with the

land surface. As such, urbanization affects air temperature, atmospheric moisture,

clouds and precipitation. In this thesis, the effect of urbanization on the atmospheric

boundary layer is explored, with the focus on air temperature. To this end, an urban

parametrisation that was recently developed for the model Chemistry Land-Surface

Atmosphere Soil Slab model (CLASS) is implemented into the CLASS model for Global

studies (CLASS4GL) software framework, which can simulate how feedbacks between

land surface and atmospheric conditions lead to changes through a diurnal cycle of

the mixed-layer features. CLASS enables to detect causal relationships between sur-

face and atmospheric conditions because it is a mechanistic model that is initialised

and constrained with observations. CLASS can be initialised by a wide range of global

climate observations from satellite, remote sensing, balloon soundings and climate

models. In this thesis, CLASS4GL was extended so that the high-resolution Microwave

Temperature Profile (MTP) data can also be used to initialise the model. This extended

version of CLASS4GL is then used to explore how the incorporation of urban features

provides added value in understanding the behaviour of the atmospheric boundary

layer in urban areas, using data of Moscow and surroundings as a case study. Heat-

waves will occur more often and more intense in the future, especially in urban areas.

Because of the negative health consequences of intense heatwaves, it is important

that the processes intensifying heatwaves in urban areas are fully understood. The

extensions of CLASS4GL implemented in this thesis and the results of the first ex-

ploratory simulations may in the future contribute to achieve better understanding

and allow the development of improved management and planning strategies to mit-

igate the consequences of these events.
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SAMENVATTING

Verstedelijking is één van de meest intensieve antropogene veranderingen in land-

gebruik, de verstedelijking zal in de komende decennia sterk stijgen. Verstedelijk-

ing heeft verschillende biofysische veranderingen als gevolg, zoals veranderingen in

albedo, bodemvocht, evaporatie of aerodynamische weerstand. Deze veranderin-

gen hebben een effect op hoe het land de atmosferische grenslaag, dit is de lucht-

laag in contact met het oppervlak, beïnvloedt en omgekeerd. Als gevolg hiervan

beïnvloedt verstedelijking de lucht temperatuur, het vochtgehalte in de atmosfeer,

de neerslag, enz. In deze thesis wordt het effect van verstedelijking op de atmos-

ferische grenslaag verkend, met de focus op lucht temperatuur. Om dit te kunnen

doen werden de geparametriseerde stedelijke eigenschappen die recent ontwikkeld

waren voor het model CLASS geïmplementeerd in het overkoepelend modelkader

CLASS4GL. CLASS4GL kan aan de hand van verschillende terugkoppelingen tussen

het landoppervlak en de atmosfeer de veranderingen over de dag simuleren van ver-

schillende kenmerken van de atmosferische grenslaag. CLASS4GL bestaat uit een

mechanistisch model, CLASS, dat volledig wordt geïnitialiseerd en begrensd door ob-

servaties, en laat daarom toe om oorzaak-gevolg relaties tussen het landoppervlak

en de atmosfeer te bestuderen. CLASS kan geïnitialiseerd worden door een brede

waaier van globale klimaat observaties; verkregen door satellieten, remote sensing,

ballon peilingen en klimaatmodellen. In deze thesis werd CLASS4GL uitgebreid zodat

het ook kan geïnitialiseerd worden met hoge-resolutie microgolf temperatuur profiel

data. Deze uitbreidingen worden dan gebruikt om te verkennen of de toevoeging

van de stedelijke kenmerken een meerwaarde bieden bij het begrijpen van de at-

mosferische grenslaag in stedelijke gebieden. Hiertoe werden gegevens gebruikt van

Moskou en omgeving om het model te initialiseren. Hittegolven zullen in de toekomst

meer voorkomen en intenser zijn, dit vooral in stedelijke gebieden. Door de negatieve

gevolgen van intense hittegolven op onder andere het gebied van gezondheid is

het belangrijk dat de processen die verantwoordelijk zijn voor de intensifiëring van

hittegolven in stedelijke gebieden volledig begrepen worden. De uitbreidingen van

CLASS4GL die in deze thesis werden geïmplementeerd en de resultaten van de eerste

verkennende simulaties zouden in de toekomst kunnen helpen om de interacties die

gebeuren tussen de atmosfeer en het landoppervlak in stedelijke gebieden beter te

begrijpen, en zo de ontwikkeling van aangepaste beheers- en planning-strategieën te

faciliteren.
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CHAPTER 1

INTRODUCTION

Heatwaves have several negative consequences on local ecosystems, economics and

human health (Barriopedro et al., 2011; Wouters et al., 2013). The mega-heatwave of

2010 in Russia killed an estimated of 55,000 people (Barriopedro et al., 2011; Hoag,

2014). According to climate projections, heatwaves will become more frequent, more

intense and longer lasting in the future (Meehl and Tebaldi, 2004; Barriopedro et al.,

2011; Hoag, 2014; Murari et al., 2015; Russo et al., 2015). Heatwaves usually happen

over large areas (Miralles et al., 2014). Their intensity, however, varies with the local

characteristics of the land (Tan et al., 2010). In urban areas, heatwaves last longer

and the temperatures during these heatwaves are higher, especially at night. This

increases the risk of morbidity and mortality (Tan et al., 2010; Fischer et al., 2012).

The main reason for the differences between urban and rural climate is the Urban Heat

Island (UHI) effect (see Chapter 2.3). Cities are characterized by large percentages of

impervious surfaces, buildings trapping heat, reduction in evaporation, and additional

anthropogenic sources of heat, e.g. burning of fuels. According to the United Nations

(UN), 68 % of the world population will live in urban areas by 2050 (UN, 2018). There is

a need to obtain more insight in the dynamics of the urban atmosphere, so that more

precise adaptation strategies can be developed to minimise the effects of heatwaves,

especially given the context of ongoing climate change.

A better understanding of the interactions between land surface and the Atmospheric

Boundary Layer (ABL) provides insight into the causes and dynamics of heatwaves.

The ABL, which is the layer between the surface and the free atmosphere, plays a key

role in the accumulation of heat and is key to the escalation of temperatures during

heatwaves (Fischer, 2014). That is why it is important to simulate the ABL layer in

an accurate way. By doing this, the main drivers behind extreme temperatures can

be determined. Earlier observational studies and urban climate models already re-

vealed several features that are caused by urbanization, such as the UHI, the Urban

Dry Island (UDI), the Urban Moist Island (UMI), the cross-over effect where warm air

is trapped under a cold layer, and the urban breeze circulation (Lokoshchenko, 2014;

Theeuwes et al., 2015; Varentsov et al., 2018). But these earlier models have impor-

tant limitations, their complexity turns them essentially into black box models when



it comes to interpreting their simulations. These models can represent the processes

that are observed but are difficult to apply when aiming to differentiate among indi-

vidual causal relationships. Often the models are poorly constrained by observations,

the computational cost is high, and results depend on the model being applied. To

overcome this problem, simpler mechanistic models are needed. Some studies in this

direction have been done on the urban climate, but mechanistic studies on the UHI are

rare (Theeuwes et al., 2015; Droste et al., 2018). Recently the framework Chemistry

Land-Surface Atmosphere Soil Slab Model (CLASS) for Global studies (CLASS4GL) was

developed. This framework fully automatizes ABL model experiments on the basis

of multiple data sources including radio soundings, and satellite data, and reanalysis

data to assess the effects of land and atmospheric conditions on the ABL evolution

(Wouters et al., 2019). It is based on a mechanistic model of the ABL, called CLASS.

CLASS4GL allows the physical interpretation of the diurnal evolution of the ABL and

enables to determine the main drivers of heatwaves. Unfortunately, this framework

has not yet been adapted to urban environments.

In this thesis CLASS4GL_urban is developed, an extension of CLASS4GL so that it can

also take into account urban characteristics such as anthropogenic heat and the ther-

mal characteristics of buildings. This makes it possible to explore the ABL drivers of

excessive heatwave temperatures in cities, and particularly the role of land character-

istics typically linked to urbanization. Such analyses can point to specific adaptation

and mitigation strategies to counteract the problems linked to extensive heatwaves

in urban areas. Moscow will be used as a compelling case area (see chapter 2.5) to

explore the new framework CLASS4GL_urban. In order to be able to use the detailed

information about the urban boundary layer of Moscow, CLASS4GL_urban is in this

thesis further extended to employ Microwave Temperature Profiles (MTP) data. This

allows to test whether it is possible to use an ABL model in combination with boundary

layer profiles derived from Microwave Temperature Profiler 5 (MTP-5) remote sensing

technology, to identify the drivers of exacerbated heatwaves in cities.

The next sections provide some scientific background on heatwaves (Chapter 2.1),

the ABL (Chapter 2.2) and urban climate (Chapter 2.3). Then the region of Moscow

and its surroundings is introduced as a case area (Chapter 2.5). In Chapter 4, the

model, the extension to incorporate urban dynamics performed in this thesis, and the

various simulations and validation steps are introduced. The results of the simulations

are presented and discussed in Chapter 5.
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CHAPTER 2

SCIENTIFIC BACKGROUND

2.1 Heatwaves

There exist several definitions of heatwaves, depending on whether the focus is on

the intensity and/or duration of either daytime maxima or night-time minima (Meehl

and Tebaldi, 2004). This divergence is amongst others caused by the fact that the re-

lation of health problems and mortality rates with temperatures is region dependent

(Baccini et al., 2008). In studies on heatwaves, often percentile based thresholds

are applied to identify extreme temperatures (Meehl and Tebaldi, 2004; Fischer et al.,

2012; Tong et al., 2015; Bador et al., 2017; Wouters et al., 2017). In Belgium, for

instance, a heatwave is defined by a period of at least three consecutive days with a

maximum temperature above 29.6 °C and a minimum temperature higher than 18.2

°C (Wouters et al., 2017). Heatwaves have several important consequences such as

reduced human wellbeing, increased mortality, water scarcity, air pollution, degra-

dation of natural ecosystems, crop losses, loss of labour productivity, transport dis-

ruptions, and many other (Meehl and Tebaldi, 2004; Barriopedro et al., 2011; Miralles

et al., 2014; Russo et al., 2015; Wouters et al., 2017). Especially the occurrence of

consecutive nights with high night time temperatures cause severe health problems

(Meehl and Tebaldi, 2004).

Several mega-heatwaves have been recorded over the past years; they are called

mega-heatwaves because they broke all previous temperature records (Fischer, 2014).

Heatwave of 1972 in Finland caused 840 deaths (Näyhä, 2007). The heatwave of 2003

in Europe had a death toll of 20,000-70,000 people (Robine et al., 2008; Barriopedro

et al., 2011). In the summer of 2010, an even stronger heatwave hit Russia and East-

ern Europe (Barriopedro et al., 2011; Fischer, 2014; Hoag, 2014; Miralles et al., 2014;

Russo et al., 2015). And more recently, in 2017 a heatwave occurred in central and

western Europe, its intensity, persistence and extension was comparable to previous

mega-heatwaves in Europe (Sánchez-Benítez et al., 2018).

Heatwaves occur when a high pressure system persists for several days over an area

and traps warm air near the ground. This in combination with atmospheric blocking
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patterns brings little rain, clear skies and advection of warm air (Meehl and Tebaldi,

2004; Fischer, 2014; Miralles et al., 2014). These long lasting large-scale conditions

induce a soil moisture-temperature feedback, because the local energy balance be-

comes the major driver of temperature change (Miralles et al., 2012, 2014). The high

atmospheric water demand depletes soil moisture, which results in less evaporative

cooling and leads to a larger surface heat flux (Miralles et al., 2012, 2014). Because

of this, the ABL increases in depth. When the ABL grows, air with a higher potential

temperature is entrained into the ABL. As a result of the advection of warm air, the

entrainment of heat, and an increase in sensible heat, the ABL becomes deeper and

warmer (Figure 2.1) (Fischer, 2014; Miralles et al., 2014). At night there is formation

of a warm and deep nocturnal residual layer several meters above the surface. This

allows in the following days a re-entering of heat into the mixed layer. When the night

ground inversion is broken by the diurnal convection, this leads to a further increase

in temperature in the consecutive days. This multi-day memory of the ABL and the

land surface plays a key role in the accumulation of heat during heatwaves (Miralles

et al., 2014). Nonetheless, the duration and location of heatwaves is determined by

large-scale weather patterns (Fischer, 2014).

Anthropogenic warming has doubled the risk of mega-heatwaves (Fischer, 2014). Ac-

cording to current climate projections, heatwaves will become more frequent, more

intense and longer lasting in the future (Meehl and Tebaldi, 2004; Hoag, 2014; Murari

et al., 2015; Russo et al., 2015). The intensity and magnitude of heatwaves depends

on the emission scenario (Fischer, 2014; Hoag, 2014; Russo et al., 2015). In the next

40 years, the probability of deadly mega-heatwaves will increase by a factor 5-10

(Barriopedro et al., 2011). Heatwaves will not only occur more frequently and will be-

Figure 2.1: Land-atmospheric interactions and feedbacks that are relevant with re-
spect to the built up of heatwaves. The green full lines indicate positive feedbacks,
the dashed red lines indicate negative feedbacks. Based on Figure 4 in Miralles et al.
(2014).
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CHAPTER 2. SCIENTIFIC BACKGROUND

come more intense in the coming years (Meehl and Tebaldi, 2004; Barriopedro et al.,

2011), but are also disproportionally more intense in urban areas (see 2.3). In ad-

dition, it is especially in urban areas where heatwaves can have the most profound

consequences.

2.2 The Atmospheric Boundary Layer

The ABL is the lower part of the atmosphere and is in direct contact with the land

surface. Four regions can be distinguished in the ABL, namely the surface layer,

the mixed layer, the inversion layer and residual layer (Figure 2.2) (Vilà-Guerau de

Arellano et al., 2015). The ABL shows strong diurnal variation. In the early morning

the layer is about a few meters deep, while in the afternoon it can grow up several

km, especially during clear sky conditions (Figure 2.2). The conditions of the nocturnal

ABL have a strong influence on the weather conditions and processes that happen

during the day (Vilà-Guerau de Arellano et al., 2015). In the ABL buoyancy of warm

air results in an upward force and drives turbulent flow. From the surface, air is rising

in the form of eddies or thermal plumes, which may reach to the top of the boundary

layer and can have a diameter of up to one km. Moisture is transported upwards by

these thermal plumes and is surrounded by dry air that is going down. This dry air is

entrained from the free troposphere. Because these plumes mix air from the top of the

ABL, where air enters the ABL, to the surface, a well-mixed layer tends to be created.

In this mixed layer, moisture, potential temperature and atmospheric constituents do

not change with height (Vilà-Guerau de Arellano et al., 2015). This mixed-layer that

forms during the day is often referred to as the Convective Boundary Layer (CBL)

(Figure 2.2). The surface layer is usually characterised by a decrease in moisture and

Figure 2.2: The diurnal evolution of the ABL. Based on Figure 2.1 in Vilà-Guerau de
Arellano et al. (2015).
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2.3. THE URBAN CLIMATE

potential temperature with height, and the occurrence of wind shear. As a result, the

surface layer is unstably stratified. The latent and surface-sensible heat fluxes mainly

drive the surface layer. These generate turbulent eddies that transport moisture and

heat into the well-mixed layer from the land surface. Hence, the well-mixed layer is

moistened and heated from below. Inside the well-mixed layer the eddies transform

into thermal plumes. The inversion layer is also called entrainment zone. This region

is stably stratified, with the potential temperature increasing with height in the free

atmosphere. The thermal plumes that reach this zone are often unable to penetrate

this stable layer (Vilà-Guerau de Arellano et al., 2015).

The ABL is the atmospheric layer in which all the processes occur that are directly

influenced by the biosphere. For this reason it is important that this layer and its inter-

action with its boundaries is fully understood and accurately represented in weather

and climate models.

2.3 The urban climate

There is a rapidly increasing proportion of the global population that lives in cities,

and the area of urbanized land rapidly increases (Seto et al., 2012). Rural and ur-

ban areas have a different response to climate change. It is therefore important to

consider (1) the distinct elements of the urban environment, (2) their effect on the

urban climate, and (3) the influence they have on the surrounding areas (Oleson,

2012; Lokoshchenko, 2014; Varentsov et al., 2018). The phenomena that originate

from urban features are mostly seen as negative because they tend to accelerate

climate warming in urban areas, increase heat stress, and intensify heatwaves, with

negative effects on human health and wellbeing (Ward et al., 2016; Varentsov et al.,

2017, 2018).

The characteristics of the landscape and land surface processes strongly influence

the weather and climate phenomena (Pielke, 2005). For the development of extreme

weather events like convective thunderstorms and heatwaves, the coupling between

atmosphere, vegetation and soil are particularly important (Sillmann et al., 2017;

Miralles et al., 2019). Therefore the processes shaping the dynamics of the ABL, such

as the land-atmospheric feedbacks, need to be better understood (Wouters et al.,

2019) in order to be able to make better climate projections, identify early warning

signals and develop more effective climate adaptation actions (Wouters et al., 2013;

Sillmann et al., 2017; Varentsov et al., 2018).

In the following sections first some characteristics of the urban climate will be dis-

cussed and both the UHI and the Urban Cool Island (UCI) will be briefly explained.
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CHAPTER 2. SCIENTIFIC BACKGROUND

Next the classification system of Local Climate Zones (LCZ) will be introduced. Finally

some adaptation strategies that are already present to reduce urban warming are

briefly addressed.

2.3.1 Urban Heat Island

Description

The UHI is a phenomenon that is already known for a long time. It was first discov-

ered by Luke Howard in 1820 (Oleson, 2012) and first defined in the 1940s. It refers

to the higher temperatures in city centres compared to the countryside (Balchin and

Pye, 1947). In almost every city the phenomenon of UHI exists (Lokoshchenko, 2014;

Theeuwes et al., 2015). In hot climates, the UHI can increase heat stress and mortality

of humans (Stewart and Oke, 2012). In some areas, cities do not create a UHI but cre-

ate a cooling effect (see section 2.3.2). This is for instance the case in the arid tropics,

where towns are often characterised by a lot of of vegetation and multiple sources of

open water as a result there is a heigh intensity of evapotranspiration (Lokoshchenko,

2014). Often the intensity of the UHI is described as the difference in temperature be-

tween the rural zone and the city centre, averaged over time (Lokoshchenko, 2014;

Varentsov et al., 2017). An important parameter of the UHI is the maximal observed

difference in temperature. These maxima occur when there is strong anticyclonic

weather, clear sky and low wind velocity (Lokoshchenko, 2014). These conditions

occur during heatwaves, so the UHI intensities are enhanced when a heatwave is

happening (Wouters et al., 2017). When looking at the diurnal changes in the UHI,

the most intense UHI effect can be found at late evening, night and early morning

(Lokoshchenko, 2014). This maximum of UHI occurs downwind of the centre along

the prevailing wind direction (Wouters et al., 2013). In the afternoon, the heat island

intensity in winter is higher than in the summer, but at night the heat island intensity

in the summer is higher than in the winter (Lokoshchenko, 2014). The UHI effect is

nearly zero in the middle of the day; sometimes even a UCI can occur (see Section

2.3.2). The shape of the UHI is ellipsoidal and is characterised by a stretch along the

prevailing wind direction (Wouters et al., 2013). During the night the UHI persists at

approximately the same intensity until sunrise (Wouters et al., 2013).

The UHI can become stronger by an increase in the size of the population inhabiting

a city, by a growth of the city area, and by climate change (Lokoshchenko, 2014;

Varentsov et al., 2017). Despite the fact that city expansions and land use change

mainly take place at the edges of cities, these developments lead to an intensifica-

tion of the UHI in the city centre as well (Varentsov et al., 2017). The UHI intensity
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asymptotically reaches an upper limit. This happens when in the city centre the den-

sity of the buildings is maximal and the city only grows by extension to the periphery.

An estimation of this urban saturation can be made by looking at the density of the

population (Lokoshchenko, 2014). The UHI is a three-dimensional phenomenon and

affects thermal stratification and the extent of the ABL. In comparison with rural ar-

eas, unstable stratification happens more often and surface inversions less often in

urban areas (Lokoshchenko, 2014). Also the UHI reduces condensation, so there is

less fog and haze in cities during the summer nights in comparison with rural areas

(Varentsov et al., 2018).

Causes of UHI

The land cover and structural differences between rural and urban areas are the main

causes of the UHI. These differences create changes in the radiation balance and

surface energy balance (Stewart and Oke, 2012). The absorption of solar radiation in

urban areas is often higher, due to the trapping of radiation and multiple reflection of

radiation caused by vertical surfaces and building walls. When the buildings are more

compact and taller, the sky view decreases. This results in an increase in retention

of infrared radiation, especially in street canyons. In the urban canopy layer, the

convective losses are reduced because the airflow is reduced. In combination with the

trap of infrared and solar radiation and the thermal properties of the materials used

for the buildings and paved surfaces, the uptake of heat is increased. Often the albedo

is lower in urban areas compared to rural areas. Moreover, the waterproofed surfaces

and impermeable grounds cause a reduction in surface evaporation. As a result,

more absorbed solar radiation is converted to sensible heat (leading to an increase in

temperature) instead of latent heat (energy transfer that does not lead to an increase

in temperature) (Fischer et al., 2012; Stewart and Oke, 2012; Lokoshchenko, 2014;

Wouters et al., 2017). Also, there are less green areas in urban areas compared to

rural areas, so transpiration is reduced (Lokoshchenko, 2014; Wouters et al., 2017).

In addition, there are direct anthropogenic heat and moisture releases, such as those

linked to the combustion of fuels, industrial processes, etc., but this is only a relatively

small contribution of the total heat that is entrapped by urban centres (Oleson, 2012;

Stewart and Oke, 2012; Lokoshchenko, 2014; Wouters et al., 2017).

The main cause for the creation of the maximum UHI at night is the increase in storage

heat during the day, which can be released at the night as sensible heat. The stor-

age of heat during the day is caused by the heat capacity characteristics of building

materials, reduced evapotranspiration and small thermal roughness lengths in urban

areas. These smaller thermal roughness lengths lead to a reduction of turbulent heat
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transfer from the surface during the day. For the surface sensible heat flux, the an-

thropogenic heat release also plays a role (Theeuwes et al., 2015; Wouters et al.,

2013). When there is an urban expansion, there is an excess accumulation of heat

in the peri-urban areas around the centre. During the night the air in the direction

of the city centre cools less and accumulates more heat because of the increase in

stored heat in the periphery. All of this leads to a more intense UHI in the city centres

(Wouters et al., 2017).

Link to the ABL

The formation of the UHI is influenced by radiative cooling, boundary layer stability,

boundary layer radiation, interactions with orographic forcing, the nocturnal low level

jet, and shear mixing (Wouters et al., 2013). The sensible heat release in the after-

noon has a relatively small impact on the surface temperature because the unstable

stratification and the large volume of the ABL. At night, the sensible heat flux, which is

caused by the stored heat during the day and to a lesser extent by the anthropogenic

heat flux, is smaller than during daytime. Despite this, the sensible heat flux has a

much bigger influence than during daytime because the ABL is less thick (Wouters

et al., 2013). Above the shallow mixed layer at night in urban areas, the cross-over

effect can be observed, also called "cold lens", where a cold layer is located on top

of a warmer layer (Varentsov et al., 2018). Due to the heat stored during the day

and the release of this heat at night, there is a mixed layer above urban areas dur-

ing the night. This leads to less radiative cooling. In addition, the adiabatic vertical

cooling has less influence in comparison with rural areas, where a stable stratification

takes place. This reduction in radiative cooling also intensifies the UHI over city areas

(Theeuwes et al., 2015; Wouters et al., 2013).

2.3.2 Other characteristics of the urban environment

As mentioned before, land modification by urbanization leads to changes in the ra-

diation and heat balance at the surface (Lokoshchenko, 2014). This changes the

urban climate and weather (Theeuwes et al., 2015). The urban land interacts with the

ABL, creating various feedbacks leading to typical urban climatic features (Varentsov

et al., 2018). In a megacity urban climatic features become mesoscale (1-100 km)

phenomena (Varentsov et al., 2018). Urban features influence the UHI, UDI/UMI, the

cross-over effect and the urban breeze circulation (Lokoshchenko, 2014; Varentsov

et al., 2018). Also the chemical composition of air in urban areas is different, with a

higher concentration of carbon oxide and nitrogen oxides than in rural areas due to,

amongst others, the combustion by vehicles and industries. These add to the natural
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aerosols (Lokoshchenko et al., 2006; Oke et al., 2017). The effects of these higher

concentrations in aerosols are complicated, and climate and location specific (Oke

et al., 2017). Above urban areas there is an increase in cloud nuclei. This leads to

an increase in the amount of clouds (Changnon, 1989). Another typical feature of the

urban climate is industrial haze (Lokoshchenko, 2014). In megacities these effects

persist in the lower troposphere not only during favourable conditions but also across

the season (Varentsov et al., 2018). Urbanization does not only influence the climate

in the city area itself but also in the surrounding areas. There is, for example, an en-

hanced stable stratification in rural areas at night caused by the urban heat plumes

downwind of the city centre (Varentsov et al., 2018).

Besides the well-known UHI effect, urbanization has other consequences on the local

climate such as a decrease in wind speed by the higher roughness (Varentsov et al.,

2018). Also the moisture budget is influenced by urban characteristics (Varentsov

et al., 2018). The UDI reflects that the relative humidity in cities tends to be lower

than in rural areas (Fischer et al., 2012; Lokoshchenko, 2014). An explanation for

this can be that reaching the dew point in warm air happens less often and later

(Varentsov et al., 2018). In general the thermal stratification is less stable over urban

areas. This is due to the fact that the air in urban areas is warmer and thus has a

higher buoyancy (Varentsov et al., 2018). The urban breeze is another urban induced

mesoscale phenomenon. These are circulations caused by the effects of urbanization

on upward motions and stratification. The urban breeze can increase the near surface

wind speed in urban areas (Varentsov et al., 2018). Urban heat plumes can also be

observed downwind of the city centre. The warm urban air is transported by the

wind, interacts with the more stable, colder boundary layer from the suburbs, and

gets pushed upwards (Varentsov et al., 2018). The diverse dimension and placement

of buildings creates a deep roughness surface layer. In this layer the mechanical

turbulence dominates. In addition, air is forced to move up or around the sides of the

buildings (Oke et al., 2017).

Sometimes in the morning and early afternoon, the air temperature in cities is lower

than in rural areas. This is called the UCI effect and occurs when there are low wind

speed conditions and the sky is clear. Under these conditions, the depth of the mixed-

layer profile in the morning is deeper over urban areas than over rural ones (Theeuwes

et al., 2015). The nocturnal ABL in urban areas remains deeper (~400m) in compari-

son with the rural ABL because in urban areas the air cools down slower. This differ-

ence in thickness of ABL causes a difference in warming in the early morning. As the

ABL in rural areas is thinner, it warms up faster (Theeuwes et al., 2015). Around sun-

rise, the ABL is only heated by the surface heat flux. While this flux is higher in urban

than in rural areas, the ABL layer heating rate in cities is less than in rural areas, as a
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larger volume has to be heated. This UCI occurs until 2 hours after sunrise, and peaks

with a maximum value 2K about 4 hours after sunrise (Theeuwes et al., 2015). After

the UCI, a second heating and growing phase of the ABL happens. This is caused by

entrainment of warm air from the free troposphere into the ABL. In urban areas the

temperature then increases faster than in rural areas because the surface sensible

heat flux is higher in the city than in rural areas. As a result the urban temperature

exceeds the rural one after some time and the UCI changes to an UHI (Theeuwes

et al., 2015). When the initial height of the ABL in urban areas is less than twice the

height of the ABL in rural ones, an UCI is not necessarily formed. This is because the

surface sensible heat flux in urban areas is larger and as such compensates for the

larger volume (Theeuwes et al., 2015).

2.3.3 Local Climate Zones

For studies on urban climate, a research framework is offered by the classification

system Local Climate Zone (LCZ). The Local Climate Zone (LCZ) is a climate-based

classification for temperature studies of rural and urban areas that can be applied

worldwide (Stewart and Oke, 2012). It can be used by urban planners to tackle the

negative effects of extreme weather events (Verdonck et al., 2018). This classification

system couples the typical characteristics of land use to the local climate (Theeuwes

et al., 2015). In general, rural areas are defined as less populated, with more natural

space and less buildings than urban areas (Stewart and Oke, 2012).

The LCZ classification is based on surface cover and structure. Both of these influence

the screen-height (1-2m) temperature, they are non-specific in time and space, and

measurable (Stewart and Oke, 2012). The surface structure consists of the spacing

and height of trees and buildings that affect airflow, shortwave and longwave radia-

tion balance, and atmospheric heat transport. The surface cover (impervious/pervi-

ous) affects the heating and cooling potential, the albedo and the moisture availability

(Stewart and Oke, 2012).

Stewart and Oke (2012) defined 17 standard LCZs, of which 15 are defined by surface

cover and structure and two are defined by anthropogenic heat emissions and con-

struction materials. This standard set of 17 LCZs is divided in 10 built types and 7 land

cover types. The land cover types consist of seasonal and ephemeral properties, and

can be pervious or impervious. The built types consist of constructed features. The

different LCZ can be found in Figure A.1 in Appendix A. Every LCZ has its own char-

acteristic values for parameters such as emissivity and imperviousness (Theeuwes

et al., 2015). To reduce errors due to edge effects each LCZ should span at least a

few hundred off metres to km in horizontal scale, and are assumed to be uniform in
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surface structure, cover, human activity and material. Each LCZ has its characteristic

screen-height temperature regime, which is most probable during clear, calm nights

over dry surfaces in areas with a simple relief (Stewart and Oke, 2012). This is be-

cause under these circumstances, the land cover and building geometry largely drive

the thermal contrasts (Stewart and Oke, 2012). Every classification system is a sim-

plification of reality. In the real world, the assumed internal homogeneity is unlikely

to be observed. Also the thermal climate is not spatially discontinuous at the bound-

aries (Stewart and Oke, 2012). When using LCZ the UHI magnitude can be studied

by comparing differences in temperature between different LCZ instead of engaging

in urban-rural comparisons. This approach allows mechanistic explanations can be

provided because one can objectively compare the characteristics of the landscape

(Stewart and Oke, 2012).

2.4 Adaptation and mitigation

Some management and urban planning approaches have already been proposed to

reduce the UHI effect. These include installing white and green roofs on buildings,

afforestation, and the installation of fountains (Lokoshchenko, 2014; Oleson, 2012;

Zhao et al., 2018).

Green areas can reduce the UHI because of increased evapotranspiration. The avail-

able energy for sensible heat release is reduced because there is a higher release of

latent heat, which has a cooling effect (Ward et al., 2016). But the cooling effect de-

pends on the amount of water that is available to the vegetation (Kleerekoper et al.,

2012; Zhao et al., 2018). The thermal load during the day can also be reduced by in-

creasing the number and surface area of water bodies, because of their high thermal

inertia and evaporation rates (Kleerekoper et al., 2012; Liu and Weng, 2008). Flowing

water bodies or water that is dispersed have a larger cooling effect than stagnant

water bodies because they can transport heat away from the area (Kleerekoper et al.,

2012).

Some side notes can be made about these strategies. During a heatwave, there are

indications that the increase in magnitude of the UHI is linked to the presence of

inner city water bodies. An explanation of this can be found in the thermal inertia

of water. The rate of cooling of water bodies is less during the night, so they retain

more heat (Ward et al., 2016). In the case of long lasting heatwaves water bodies

might increase the magnitude of the UHI (Ward et al., 2016). Droughts can reduce

the benefits of green areas, as the water supply is reduced and plants transpire less

under the same solar radiation; also the albedo can change during droughts (Ward
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et al., 2016). Some studies also show that inter spacing green area into urban areas

has a larger effect than one large green zone (Dugord et al., 2014).

2.5 Case area: Moscow

Moscow is a megacity with about 16,855,000 people living within an area of 5,698

km2. This gives a population density of approximately 3,000 people/km2 (Cox, 2018).

Because of its building structure, location in a continental climate, and size, Moscow

generates an intensive UHI (Varentsov et al., 2017). The UHI has a mean intensity

of 2°C, and a maximum of up to 12–13°C. These maxima can occur at night when

there is strong anticyclonic weather, the wind velocity is low and the sky is clear

(Lokoshchenko, 2014). These values are high compared to several other megacities

such as London (Wilby, 2003) and Shanghai (Longxun et al., 2003). Based on obser-

vations from nine rural stations over the period 1981-2010, the mean annual rural

temperature in the area is 5.1°C, the mean winter temperature is –7.2°C, and the

mean summer temperature is 17.2°C. The mean annual precipitation is about 700

mm and has a typical summer maximum (Varentsov et al., 2018).

2.5.1 Urban climate in Moscow

The interference of mesoscale features from non-urban surface properties is mini-

mized in Moscow, because Moscow is located in a flat and homogeneous terrain, far

away from mountains and large waterbodies. This in combination with the relatively

symmetric and compact shape of the city makes Moscow an interesting area for in-

vestigating pure urban-atmospheric interactions (Varentsov et al., 2018).

The rate of climate warming in the 20th century was higher in big cities compared to

smaller urban centers or rural areas (Lokoshchenko, 2014). In Moscow, the air temper-

ature in the 20th century increased with 2.3 °C, whereas on average the global air tem-

perature increased about 0.6-0.7 °C in the last hundred years (Lokoshchenko, 2014).

Urbanization leads to an enhancement of climate warming (Varentsov et al., 2017).

Also the UHI intensifies with climate change. The mean UHI intensity of Moscow has

grown with 0.4 °C since 1970. This was caused by climate change, population growth

(the population has doubles since 1970) and city expansion (Varentsov et al., 2017;

Lokoshchenko, 2014).

The average daytime UHI of Moscow is about 0.5K with a vertical extent of around 1.5

km. At night the UHI is larger than 3K. The vertical extent of intense UHI in Moscow

is, however, shallower during the night than during the day. This is caused by the

13



2.5. CASE AREA: MOSCOW

cross-over effect, with a cold layer found at a height from 150m onwards (Varentsov

et al., 2018). In Moscow the UDI follows the same pattern as the UHI both in space and

time. So its vertical extent is up to 1.5 km during daytime and the maximal intensity

is reached in the evening. This maximal intensity is located near the surface, and

during night-time the intensity weakens (Varentsov et al., 2018). Sometimes at night

an UMI can be observed. Downwind of Moscow, urban heat plumes can be observed.

These are most clear in the early morning hours (between 0 and 4 UTC) and they

stretch for tens of km (Varentsov et al., 2018).

2.5.2 Heatwaves in Moscow

Russia was struck by a mega-heatwave in 2010. This mega-heatwave was the worst

of its kind in the past decades (Barriopedro et al., 2011; Fischer, 2014; Hoag, 2014;

Russo et al., 2015). It broke all previous records–the night time records as well as the

day time records in average, peak, duration and spatial extent (Russo et al., 2015).

It killed an estimated 55,000 people (Barriopedro et al., 2011; Hoag, 2014). The

heatwave also created the deadliest wildfires recorded in Russia since 1972. These

wildfires had a major impact on wheat crops and left 3,500 people homeless in West-

ern Russia. It has been estimated that the heatwave caused 15 billion US dollars

of economical loss; this is 1% of the gross domestic product of Russia (Barriopedro

et al., 2011; Sánchez-Benítez et al., 2018). The average daily temperature at the

beginning of August 2010 was about 15 °C above average (36 °C instead of 21 °C)

(NOAA, 2010). In the city of Moscow the daytime temperature reached 38.2 °C, which

is extremely high for this region (Barriopedro et al., 2011). The ABL in Voronez, a city

located about 470 km south of Moscow, reached almost four km during the afternoon,

whereas under normal conditions the ABL height is less than two km (Miralles et al.,

2014).

2.5.3 Local Climate Zone classification

As can be seen in Figure 2.3, Moscow is dominated by three LCZs. In the center of the

city the main LCZ is “compact mid-rise” (LCZ 2) (Samsonov and Trigub, 2017), which

means a paved land cover with almost no trees, and midrise buildings (3-9 stories)

close together (Stewart and Oke, 2012). The other two most widespread LCZs are

“open high-rise” (LCZ 4) and “open midrise” (LCZ 5) (Samsonov and Trigub, 2017),

which indicate some pervious land cover (scattered trees, low plants) with tall or

midrise buildings in an open arrangement, respectively (Stewart and Oke, 2012). The

characteristics of the main LCZs represented in Moscow can be found in Appendix B

(Stewart and Oke, 2012).
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Figure 2.3: The local climate zones of Moscow (Samsonov and Trigub, 2017).
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CHAPTER 3

OBJECTIVES

The general aim of this thesis is to provide a new software framework, called

CLASS4GL_urban, to study urban boundary layer dynamics and its drivers. The ba-

sis is a conceptual mixed-layer model constrained with among others continuous re-

motely sensed high-resolution MTP data. CLASS4GL_urban aims to foster a better

understanding of the development of extreme weather associated to urban areas,

and the development of more precise urban adaptation strategies. More specifically,

the thesis studies how urban features impact the changes in characteristics of the

mixed layer during the course of the day for the city of Moscow. This is highly rele-

vant for a better understanding of the development and the effects of heatwaves in

cities.

There are four specific objectives. The first two are technical objectives that involve

implementing extensions to an existing framework, called CLASS4GL, to model the

diurnal evolution of the mixed layer. The third and fourth objective involve validating

these extensions and an exploration of the resulting simulations.

1. Implement a recently developed urban module (Boekee et al., 2018) in CLASS4GL.

2. Adapt CLASS4GL to enable the use of MTP as initialisation data.

3. Use data from Moscow to test the hypothesis that incorporating of urban features

in the framework CLASS4GL improves the accuracy of the simulations of the

dynamics of the mixed layer during the course of the day in urban areas.

4. Use data from the case area Moscow to test the hypothesis that the high resolu-

tion MTP data can be used to obtain reliable simulations of the dynamics of the

mixed layer during the course of the day in urban areas.
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CHAPTER 4

METHODOLOGY

For investigating the climate in urban areas, often regional or mesoscale climate mod-

els (Wouters et al., 2013, 2017; Varentsov et al., 2017, 2018; Sparks and Toumi,

2015; Oleson, 2012) or even global climate models (Fischer et al., 2012) are used.

The disadvantage of these models is that it is difficult to determine causal relation-

ships because they are poorly constrained by observations and they represent a very

large number of processes. In addition, the complexity of these models hampers a

more focussed analysis of individual feedback processes (Wouters et al., 2019). The

amount of studies that involve urban-induced phenomena in the lower troposphere

is small compared to the amount of studies that only focus on near-surface features

(Varentsov et al., 2018). A mechanistic column, observation based model such as

CLASS can simulate the diurnal evolution of the ABL as it is influenced by local land–

atmospheric feedbacks. Observations of the urban climate are sparse, and mostly

limited to ground-level observations (Voogt and Oke, 2003). Microwave temperature

profile data, obtained using a mobile remote sensing device, can give observations

of the urban climate until a height of 1000m. These data are used in this thesis to

understand the temporal changes of the mixed-layer features in urban climate.

4.1 CLASS and CLASS4GL

A new software framework CLASS for global studies (CLASS4GL) has been developed

recently to constrain and initialise CLASS with balloon sounding measurements, satel-

lite and re-analysis data (Wouters et al., 2019). It automatizes multiple ABL model

simulations over large areas and climatological time spans, in response to different

surface and atmospheric forcings and feedbacks in different regions over the world

(Wouters et al., 2019). CLASS4GL aims to foster a better understanding of the drivers

behind changes in the ABL through a diurnal cycle, especially during the amplification

and the onset of extremes such as heatwaves (Wouters et al., 2019). Cause-effect

relationships can be investigated as well as the local land-atmospheric feedbacks

(Wouters et al., 2019).



4.1. CLASS AND CLASS4GL

The core of CLASS4GL is the conceptual bulk ABL model CLASS, based on a series of

differential equations (Figure 4.1). The assumption is made that the ABL consists of a

well-mixed layer so that the specific humidity (q), potential temperature (θ) and wind

components are homogeneous within this layer. Under convective conditions there is

efficient turbulent mixing, which supports this assumption. So by using mixed layer

equations the turbulence inside the ABL is not explicitly solved. The entrainment of

moisture and heat happens at the inversion layer which is characterized by a dis-

continuous jump (Δ) of specific humidity (q), potential temperature (θ) and the wind

components over an infinitesimally small height at the top of the mixed layer (see Fig-

ure 4.1). The jumps are initialised by the changing parameters over height in the free

atmosphere, which is modelled as a constant lapse rate (γ). However, CLASS4GL pro-

vides a representation of the upper-air atmospheric profile that also evolves according

to the external large-scale dynamic forcing of advection and subsidence and as such

accounts for varying (instead of constant) lapse rates of the capping inversion during

the growth of the mixed layer (Wouters et al., 2019). The boundary layer growth is

further determined in the model by the entrainment flux ((′θ′)e) and the large scale

subsidence velocity (s). CLASS4GL also offers a representation of advection as an

additional atmospheric dynamic forcing (see below). The large scale subsidence ve-

locity is a function of the wind divergence in horizontal direction and the inversion

jump of potential temperature (Δθh). This jump is a function of the lapse rate (γθ)

and limits the growth of the mixed-layer because it represents a stratified layer. The

variables s and γθ represent the conditions of the free troposphere at synoptic-scale

(Vilà-Guerau de Arellano et al., 2015). Figure 4.1 gives a representation of the ABL

layer in CLASS. CLASS has a resolution of 1° by 1°, over which the parameters are

averaged (Wouters et al., 2019). Under assumption of a mixed-layer ABL, the diurnal

changes of the atmospheric conditions and thermodynamic variables can be solved

by three equations: equations 4.1, 4.2 and 4.3, which are used in the model. ψ is a

generic variable; this can for example represent the specific humidity or the potential

temperature. γ is the gradient of the generic variable in the free troposphere just

above the top of the mixed layer,  represents the wind velocity, t represents time

and h is the height of the mixed-layer. The subscripts s and e represent the surface

and the entrainment air, respectively (Vilà-Guerau de Arellano et al., 2015).

∂〈ψ〉

∂t
= 1/h[(′ψ′)s − (′ψ′)e] (4.1)

(′ψ′)e = −Δψh(
∂h

∂t
− s) (4.2)

∂Δψh

∂t
= γψ(

∂h

∂t
− s) −

∂〈ψ〉

∂t
(4.3)
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(a) (b)

Figure 4.1: (a): The ABL representation in CLASS. The dashed lines represent the ABL
state implementation, the full lines display the fluxes that occur. so represents
the volumetric water content in the soil layer and Tso is the temperature of the
soil; for explanation of the other symbols see text (Wouters et al., 2019). (b): The
different layers that form the convective boundary layer are displayed. The Dashed
lines represent the mixed-layer theory for the mean (left) and flux (right) profiles. The
upper figure gives the model representation of the parameter potential temperature
(θ), whereas the lower figure shows the model representation of c, which is a generic
scalar such as specific humidity (q). For both the lower and the higher figure the left
graph shows the mixed-layer theory for the mean profiles of the parameter, whereas
the right graph shows the mixed-layer theory for the flux profiles of the parameter
(Vilà-Guerau de Arellano et al., 2015). The explanation of the symbols can be found
in the text, whereas the subscript e represents entrainment and the subscript s means
surface.

The model needs as input detailed observations of the ABL. It needs to be initialised

with morning soundings and it needs afternoon soundings for model validation. Be-

side balloon observations, gridded data of the atmospheric state on a large spatial

scale and of the land state are used to further constrain and initialise CLASS simula-

tions. These data provide additional context about the atmospheric (e.g., advection,

cloud cover) and land (e.g., soil temperature, soil moisture, vegetation leaf-area in-

dex) conditions when the measurements took place (Wouters et al., 2019). The ver-

tical atmospheric profile data used to initialise and validate the model are obtained

by intensive research campaigns such as Boundary Layer Late Afternoon and Sunset

Turbulence (BLLAST) (Pietersen et al., 2015) and The summertime Boreal forest field

measurement intensive (HUMPPA-COPEC 2010) (Williams et al., 2011), and weather

balloon soundings worldwide. The weather balloon soundings are taken from the Inte-

grated Global Radiosonde Archive (IGRA) (Durre et al., 2006), under protection of the

National Oceanic and Atmospheric Administration (NOAA). These balloon soundings
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delivers also the vertical profiles of specific humidity and wind. Four satellite based

datasets, one re-analysis and two survey datasets are used to represent the atmo-

spheric forcing on a large scale and the soil-vegetation conditions (Wouters et al.,

2019). The initial land cover parameters (e.g. albedo, fraction of vegetation) and

soil properties are described by static datasets. The vegetation cover and albedo are

described by the Moderate Resolution Imaging Spectroradiometer vegetation contin-

uous field product (MODIS MOD44B) (Hansen et al., 2005). The Global Land Evapora-

tion Amsterdam Model (GLEAM) version 3.2a is used to get values of the initial root-

zone and surface soil moisture (Wouters et al., 2019). The atmospheric forcing data

(cloud cover, subsidence, advection) and the initial temperature of the soil are used

from the European Centre for Medium-Range Weather Forecasts Re-Analysis (ERA)-

Interim dataset (Dee et al., 2011). For the datasets that are used to represent some

other parameters such as wilting point, radiation and soil porosity, see Wouters et al.

(2019). The explicit formulations and more details of the coupled land-atmosphere

system used in CLASS can be consulted in Van Heerwaarden et al. (2010), van Heer-

waarden and Teuling (2014) and Vilà-Guerau de Arellano et al. (2015). In Figure 4.2

a schematic overview of CLASS4GL_urban is displayed as well as the components

where adaptations were made during this thesis. So in this thesis the model was

complemented with (1) a switch that allows to include urban characteristics, such as

the thermal properties of buildings and anthropogenic heat. (2) An additional input

data source, namely microwave temperature profile data. These changes are further

explained in the following paragraphs.
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Figure 4.2: A schematic overview of CLASS4GL_urban. Height profiles obtained by
balloon measurements or using a Microwave Temperature Profiler device can be used
as input data. This in combination with ancillary data that delivers additional surface
conditions and larger-scale atmospheric variables is used by the model to simulate the
diurnal changes of the mixed-layer features. These changes over a diurnal cycle are
caused by land-atmospheric feedbacks and entrainment from the free troposphere
(purple arrows). The model is amongst others driven by the shortwave radiation
(yellow) and longwave radiation (orange). The components encircled by red dashed
lines are implemented during this thesis.

4.2 Urban software upgrade CLASS4GL_urban

The original CLASS4GL code does not have an urban parametrisation. In order to in-

clude urban effects, the urban land-surface scheme needs to be upgraded with urban

physics and parameters. In this thesis, an urban parametrisation that was recently

developed for CLASS (Boekee et al., 2018), has been implemented into the CLASS4GL

software framework, so as to generate CLASS4GL_urban. Below, a short description

of this urban extension is given. Three major changes have been implemented in this

extension: (1) the storage heat flux is predicted by the Objective Hysteresis Model

(OHM), (2) the anthropogenic moisture and heat fluxes are calculated and added, and

(3) the advection of rural air is calculated using knowledge of the UHI, while in the

original model this value is obtained from an external dataset. All these changes are
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integrated in a new energy balance equation developed by Boekee et al. (2018). To

make the changes possible the urban parametrisation developed by Boekee et al.

(2018) had to be compared with the original model CLASS to detect the differences.

Afterwards the code of CLASS4GL was changed to add an urban switch. When this

switch is on, parameters representing the urban characteristics are activated and

the changes in the energy balance caused by the urban characteristics is be taken

into account. These parameters (e.g. anthropogenic heat flux, impervious surface,

UHI,. . . ) were implemented as well as the additional changes in the energy balances.

If CLASS_urban is run, a local climate zone can be specified in the input and then the

model uses average values for the urban parameters from the ranges delivered by

Stewart and Oke (2012). One typical characteristic of urban areas is the heat that is

stored. This stored heat flux density (equal to the net uptake of energy) is calculated

by the OHM and is function of the radiation (Eq.4.4, Eq. 4.5, Eq. 4.6, Eq. 4.7). As

different land uses (buildings, impervious surfaces, vegetation and urban canyons)

have different properties with respect to heat storage a weighted average of land use

is used to calculate the total amount of stored heat. For every LCZ, the relative cover

of the different land use types is based on empirical data from multiple cities. The

constants can be changed if enough information about the surface cover is available

(Grimmond et al., 1991). A physical reason why a hysteresis model should be used

is that in the morning the boundary layer has to break through the inversion layer.

Because of this, it is easier to have transportation of heat into the ground than into

the atmosphere. Yet, because there is more turbulence in the afternoon, transporta-

tion of heat into the atmosphere becomes easier, while transportation of heat into the

ground is then limited (Boekee et al., 2018).

ΔQs = 1Q∗ + 2(
∂Q∗

∂t
) + 3 (4.4)

1 = 0.145∗ ƒeg+ 0.039∗ ƒbt + 0.064∗ ƒmp+ 0.106∗ (1− ƒeg+ ƒbt + ƒmp) (4.5)

2 = 0.161∗ ƒeg+ 0.044∗ ƒbt + 0.039∗ ƒmp+ 0.005∗ (1− ƒeg+ ƒbt + ƒmp) (4.6)

3 = −11.8∗ ƒeg˘2.98∗ ƒbt − 5.46∗ ƒmp − 9.14∗ (1 − ƒeg + ƒbt + ƒmp) (4.7)

In urban areas there is an extra energy source, which is the anthropogenic heat flux.

The anthropogenic heat flux is described by equation 4.8. This formula was chosen

because it does not require additional information (Boekee et al., 2018). Human activ-

ity shows a diurnal variation, so the maximum values of the anthropogenic fluxes are

prescribed and multiplied with a factor depending on the hour of the day. The factors

used are derived from the Weather Research and Forecasting (WRF) model (Appendix

C) (Skamarock et al., 2008) .
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Qnt , LE((t)) = Qnt , H((t))/β (4.8)

A new energy balance was made, which included the adaptations listed above. In

this new energy balance a tile approach is used to represent the heterogeneity of

urban areas. By doing this, natural and urbanized parts can coexist (Figure: 4.3).The

urban tile consists of urban latent heat, urban sensible heat flux and heat storage,

which is calculated using the OHM approach. The vegetation part uses the original

CLASS equations, but with the assumption that the entire tile consist only of grass.

There is no bare soil. The net radiation (Q*) is different for the rural and the urban tile

Figure 4.3: Representation of the urban tile approach. Q* is the net energy available,
Qnt,h represents the anthropogenic sensible heat, while Qnt,LE represents the an-
thropogenic latent heat. H represents in every case the surface sensible heat flux
and LE is the latent heat flux, where  stands for urban and eg for vegetation. The
storage of heat is represented by ΔQs, and G is the ground flux. From Boekee et al.
(2018).

and is calculated by taking the weighted average of surface temperatures above the

rural and urban tile, respectively, and this for every time step. From these surface

temperatures the fluxes are calculated using equation 4.9 (Boekee et al., 2018).

Q∗ + (1 − ƒeg)∗ (Qnth, H + Qnth, LE) =

(1 − ƒeg)∗ (Hrbn + LErbn + ΔQs)

+ ƒeg ∗ (Heg + LEeg + G)

(4.9)

The advection of rural air can be calculated from the UHI intensity, the average di-

ameter of a city (set to be 15,000m), and the wind speed (u) using equation 4.10.

The maximum value of the UHI is necessary in this formula. This is prescribed for

each LCZ but can also be set by the user (Boekee et al., 2018). The magnitude of the

advection of rural air for each hour of the day is calculated based on the intensity of
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the UHI (see Appendix C), based on idealised diurnal changes in UHI (Oke, 1982).

θd =
UH

(15000/)
(4.10)

By having the urban characteristics included in CLASS4GL_urban it is possible to in-

vestigate the main drivers of extreme events such as heatwaves in urban areas, and

investigate why heatwaves are often more intense than in rural areas.

4.2.1 Implementation of Microwave Temperature Profiles into

CLASS4GL

In addition to the implementation of the urban characteristics in CLASS, the frame-

work CLASS model for Global studies (CLASS4GL) was also complemented with the

option to use an additional kind of initialisation data, namely microwave temperature

profiles data (MTP data). This made it possible to also use these temperature profiles,

which have a higher resolution, to initialise simulations. The use of MTP data has

two crucial advantages, first MTP data can be measured at a very local scale (high

flexibility of the site of which the profiles are measured). Second their high vertical

resolution is important because in the cities there is a high variation in vertical pro-

files within and among nights that has important consequences for the dynamics of

the mixed-layer during the day.

MTP is a passive remote sensing instrument that consists of radiometers that operate

in the 5mm wave band (Kadygrov et al., 2009). Every 5 minutes there is a temper-

ature profile shown. Typically the temperature is shown at 50 m height intervals. It

scans in angular steps from horizontal to vertical. To measure the temperature profile,

a very sensitive instrument is required because the changes in emission of radiation

due to differences temperature are small (ATTEX, 2013). The data used in this thesis

is part of the TRIADA-2 experiment, this data is obtained using MTP-5HE and provided

by Moscow State University. The accuracy of the temperature is about 0.2°C to 1.2

°C (ATTEX, 2013) and depends on the duration, place and time of the measurements,

and the presence of inconvenient conditions such as breezes (Yushkov, 2014).

The temperature profiles were measured at four sites: two places in the suburbs

(Kosino and CAO), one at a rural site (Zvenigorod), and one at Moscow State University

(MSU), which is located in an urban park about 8 km Southwest of the centre of

Moscow city (Varentsov et al., 2017). The profiles obtained in Kosino, CAO and MSU

go up until 1000m, the profile obtained in Zvenigorod goes until 600m. In this thesis

the profiles obtained in MSU will be used, because these represent an urban area and
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have a height up to 1000m. The actual temperature height profiles are obtained by a

MTP device.

A script was added to CLASS4GL_urban that fits an initial potential temperature height

profile from the actual temperature height profile at a certain time step, obtained

using an MTP device. This fitted potential temperature height profile can be used by

the model to simulate the diurnal changes of the mixed-layer features. The actual

temperature height profiles have to be entered as input data as an excel file together

with the date. Than CLASS4GL_urban determines the timing of the sunrise and gets

data out of ERA-Interim at sunrise. The resolution of the profiles obtained using an

MTP device is 50m, this is higher than the resolution of ERA-Interim data. To solve

this inconsistency ERA-Interim data is interpolated, as a result a value was obtained

for every 50m over height. As initial profile the model needs potential temperature

height profiles, so the actual temperatures are converted to potential temperatures.

This is done using eq 4.11. θ represents the potential temperature, T represents the

actual temperature, R is the gas constant of air and is calculated using Eq. 4.12,

where q is set equal to zero. R is the gas constant for dry air and is set to 287 J
kgK .

Rd is the gas constant for moist air and is set to 461.5 J
kgK . cp is the specific heat of

dry air and is set to 1005 J
kgK . P0 is the reference pressure and is set equal to 10 000

Pa. P is the pressure and is calculated using the hydrostatic equilibrium (Eq. 4.13). g

is the gravitational constant and is equal to 9.81. ρ is set to 1.293, which is the value

at sea level. Afterwards these observations of potential temperature and the ancillary

data with the same vertical grid were used to fit an initial profile that later is used as

start point to simulate the temporal change of the mixed-layer features.

θ = T
�

P0

P

�

R
cp

(4.11)

R = Rd ∗ (1 − q) + R ∗ q (4.12)

P(z) = P(z − 1) − ρ∗ g∗ (h(z) − h(z − 1)) (4.13)

4.3 Simulations

In the following section the set-up of the several batches of simulations will be dis-

cussed as well as the methods used to evaluate the model.
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4.3.1 Set-up

Overview

Several simulations have been done to evaluate and investigate the characteristics

of the urban parametrisation of the model and using MTP data to initialise the model.

They can be grouped under three batches (see Figure 4.4). (1) In the first batch of

simulations balloon soundings were used to initialise the model. Two locations were

examined, namely Rjazan (urban) and Suhinichi (rural). This batch of simulations

was used to evaluate the model and to investigate if the urban parametrisation can

deliver an added value to predicting weather in an urban area (Rjazan). These simu-

lations can also be used to look at the differences in characteristics between an urban

(Rjazan) and a rural (Suhinichi) area. (2) In the second batch of simulations, observa-

tions obtained using an MTP-5 device were used. These observations were obtained in

MSU, located in the city center of Moscow and thus representing an urban area. First,

the raw observations were used to initialise the model. Afterwards the input data of

MTP was bias-corrected using ERA-Interim data. (3) In the third batch of simulations,

a perturbation experiment was performed on five parameters. The balloon profiles at

August 6, 1984 in Rjazan and the bias-corrected MTP data of MSU at the 15th of June

2015 were used as input data.

Initialisation with balloon profile data (batch 1)

Two stations were selected, namely Suhinichi (27707) and Rjazan (27730). Suhinichi

represents a rural area and is located 234 km SW of Moscow. Rjazan is a city located

200 km SE of Moscow. It has a population of 520,173 (Population, 2019). For both

stations, simulations were made for the 6th of August in 1994, once with the original

model and once with the urban parametrisation of the model. This date was chosen

because observations are available for the two stations, and this date is in summer,

so the chances on optimal weather for the model, i.e. clear sky, are higher. When

using the urban parametrisation of the model, the parameters of the most probable

LCZ was used, which in this case is LCZ five (‘open mid rise’). This LCZ was chosen

based on a visual analysation of Google Earth images. Table 4.1 gives the parameter

values that were used to describe LCZ five in CLASS4GL_urban, following (Boekee

et al., 2018).
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Figure 4.4: An overview of the different batches of simulations applied in this thesis.
For each batch of simulations the used dates, which type of input data, which model
and the intended goal is given. MSU: Moscow State University, represents an urban
area. MTP: Microwave Temperature Profiles, vertical profiles obtained using a remote
sensing device.
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For both stations balloon sounding observations of the temperature height profiles

and the specific humidity height profiles are available in early morning (around 2.30am)

and in the afternoon (around 2.30pm). The early morning profile needed to initialise

CLASS is actually an observation obtained at night, but the assumption is made that

during the night the ABL is stable and does not change a lot, so that the profile at

sunrise is expected to be similar.

Table 4.2 summarizes the simulations for both stations. As can be derived from above

a total of four simulations were run: SUH_ORIG; SUH_URB; RJA_ORIG; RJA_URB.

Limitations

� The determination of the LCZ should ideally be done using a three step

process. First metadata should be collected, such as relief, land cover,

population density. Second the thermal source areas should be deter-

mined from where the temperature sensor receive data. And last the local

climate zone should be selected (Stewart and Oke, 2012). In my study, the

decision to take LCZ 5 is only based on visual inspection of Google Earth

images. So it is possible that the parameters that are used are not ideal

for this region.

� As a second limitation the profiles to initialise the model are obtained at

2.30am. This is still at night so these might not exactly represent the

conditions at sunrise. Normally the ABL does not change much over night

because it is stable, but it could be that the conditions are slightly different

at sunrise than here assumed.

Initialisation with MTP data (batch 2)

For this set of simulations the observations obtained by the MTP-5 device are used to

initialise the model. These observations are obtained in MSU. MSU is located in the

city center of Moscow, so it represents an urban area. The observations have been

bias-corrected using ERA-interim data and these new values have also been used to

initialise the model. The bias correction using ERA-interim data has been applied

because the observations obtained by MTP-5 have uncertainties. These deviations

could be noticed when the observations were plotted over time. MTP is a remote

sensing instrument (see 4.2.1). These instruments are sensitive, which makes them

vulnerable to small local deviations.

The simulations are performed for two days, namely the 1st and 15th of June 2015.

Two dates were analysed to have a first idea on the variation in weather between
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days. The two dates are chosen in summer because the chances of optimal weather

conditions for the model (clear sky, no precipitation) are higher. It is also most in-

teresting to investigate the urban characteristics under these conditions and they are

most relevant in obtaining insights on the urban effects during heatwaves. Heatwaves

are typically characterized by clear sky and no precipitation.

MTP data from MSU First the MTP data obtained in MSU was used to initialise the

model. Both the urban parametrisation and the original model were used to inves-

tigate the diurnal evolution of the mixed-layer. So it could be investigated whether

the urban parametrisation of the model has an added value compared to the original

model in an urban area such as MSU.

The observations at 4am were used as input data to the model because the sunrise

occurred at 4am. Only observations until a height of 1000m are available, so the

model is not able to run the entire day. When the mixed-layer height becomes higher

than 1000m, the model stops. When using the urban parametrisation the local climate

zone is set to five, which is equal to ’open mid rise’ (figure 2.3). For parameter values

associated with LCZ five see Table 4.1.

MTP data from MSU, bias-corrected with ERA-Interim data As said before the

temperature profiles obtained by the MTP device are uncertain. ERA-interim data was

used to bias-correct them. First the initial profiles of MTP data were compared with

the initial profiles of the ERA-Interim data. By using ERA-Interim data as initialisation

data, it was made sure that the model started the simulation at the same time as MTP

data, which is at 4am. By doing this the MTP data and the ERA-Interim data can be

compared and the ERA-Interim data can be used to bias-correct the MTP data. As a

result the errors made while obtaining the observations using the MTP-5 device can

be minimised. Between the heights of 600m-1000m, the difference is being taken

between the ERA-Interim data and MTP data. The average of these differences were

added to the MTP data. This generates a new initial profile, now bias-corrected. So

the profile is now shifted along the axis of potential temperature, so that the average

potential temperature between 600m-1000m is identical to the ERA-Interim data. The

resulting data was transferred to an excel file and given as input for the model. The

mean difference between the two datasets is taken over a height of 600m-1000m

because the assumption was made that the urban characteristics do not have an

influence at those heights, especially not at sunrise. And when looking at results

obtained by Varentsov et al. (2018) at night, the main effects of urban characteristics

in Moscow only go up to a height of about 500m. Above this height the effects are

small.
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Table 4.2 summarizes the simulations for MSU. As can be derived from above a to-

tal of four simulations were run: Data from MSU on 01/06/2015 was used as input

data in the original model CLASS (MSU_ORIG_01); Data from MSU on 15/06/2015 was

used as input data in the original model CLASS (MSU_ORIG_15); Data from MSU on

01/06/2015 was used as input data in the urban parameterization of the model CLASS

(MSU_URB_01), Data from MSU on 15/06/2015 was used as input data in the urban

parameterization of the model CLASS (MSU_URB_15).

Limitations

� The LCZ is set to 5 based on a study done by Samsonov and Trigub (2017).

But as can be seen on Figure 2.3 this LCZ is not uniform in the area of

MSU. According to the guidelines to use LCZs as a classification scheme,

the minimum diameter of the LCZ should be between 400-1000m (Stewart

and Oke, 2012). This is not the case in our situation. So there could be

influences of other LCZs and the parameters used are not necessarily the

optimal ones. There is also no knowledge on how the device was placed

to see if the data obtained came from an area characterized by LCZ 5.

� For the conversion of the actual temperatures to the potential tempera-

tures, the specific humidity is set equal to zero. This is a simplification and

it would be more precise to measure the specific humidity over height or

use this information from other datasets. Moreover, for applying the bias

correction the assumption is made that urban characteristics do not influ-

ence the atmosphere between the height 600m and 1000m in the early

morning.

Table 4.1: The parameter values used to describe LCZ 5 in CLASS4GL_urban, following
Boekee et al. (2018).

PARAMETER SYMBOL VALUE

Albedo α 0.185

Anthropogenic heat flux Qnthet 12.5 W/m2

Fraction of builddings cbt 0.30

Fraction of impervious surface cmper 0.40

Fraction of vegetation ceg 0.3

Roughness length for momentum z0m 1.25 m

Bowen ratio bowen 2.0

Strength Urban Heat Island UHI 0.2 K

Height of roughness elements d 18 m
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Table 4.2: This table shows an overview of the different simulations. First the different
study sites, areas where the measurements were obtained are given as well as the
land use on this site. Then the code used in the following sections is displayed. In
the following columns, the characteristics of these simulations are explained; which
model was used, the original one (CLASS) or the version which was extended in this
thesis with an urban parametrisation (CLASS_Urban), also which input data was used,
what date was run and, last, what type of LCZ was entered in the model.

Study

site

Land

use

Code Model Input data Date LCZ

Rjazan
Urban RJA_ORIG CLASS Balloon profiles 06/08/1994 /

Urban RJA_URB CLASS_urban Balloon profiles 06/08/1994 5

Suhinici
Rural SUH_ORIG CLASS Balloon profiles 06/08/1994 /

Rural SUH_URB CLASS_urban Balloon profiles 06/08/1994 5

MSU
Urban MSU_ORIG_01 CLASS MTP profiles 01/06/2015 /

Urban MSU_URB_01 CLASS_Urban MTP profiles 01/06/2015 5

MSU
Urban MSU_ORIG_15 CLASS MTP profiles 15/06/2015 /

Urban MSU_URB_15 CLASS_urban MTP profiles 15/06/2015 5

Perturbation experiment (batch 3)

A perturbation experiment was performed. The urban parametrisation of the model

was used. As initialisation data two data sets were used: the balloon soundings from

Rjazan on the 6th of August and the MTP data from MSU on the 15th of June 2015

bias-corrected with ERA-interim data. The date for the bias-corrected MTP data was

chosen because earlier simulations indicated that the 15th of June was a day with

no or few clouds and that the model represents the observations on this day most

accurately. A script was made to be able to run sensitivity analyses using the urban

parametrisation of the model. The same initial profile was used for every scenario.

For this perturbation experiment three parameters were adjusted: the anthropogenic

heat, the roughness length, and the deviation of fraction between buildings, vegeta-

tion and impervious surface (see table 4.3.1).

In the model each grid of the soil consists of a certain fraction of buildings, impervious

surface, vegetation and urban canyon. The sum of all these fractions should be equal

to one. In local climate zone five, urban canyons are not considered. As a result,

the sum of the fraction of buildings, impervious surface and vegetation is equal to

one. In the perturbation experiment three scenarios were looked at to investigate the

importance of the division of the surface in fractions. (1) The fraction of buildings was

increased while the fraction of vegetation remained constant. Intuitively this can be

seen as replacing impervious surface by buildings while the amount of vegetation re-
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mains the same. (2) In a second scenario the fraction of buildings was increased while

the fraction of impervious surface remained constant. Intuitively this can be seen as

replacing vegetation by buildings. (3) In a third scenario the fraction of impervious

surface was increased while the fraction of buildings remained constant. Intuitively

this can be seen as replacing vegetation by impervious surfaces such as a parking

spaces. We note that the categories of buildings and impervious surfaces are both, in

fact, impervious surface.

The minimum and maximum values used for this perturbation experiment can be

found in table 4.3.1. These values are based on literature for different LCZs (Stewart

and Oke, 2012). When changing one parameter, all the other parameters remain the

same, namely the parameters used in local climate zone 5, ’open mid rise’. By doing

this, the importance of each parameter is investigated as well as the effect of every

parameter on the diurnal evolution of the mixed-layer.

When using the bias corrected MTP data the model is run for 7,5 hours, so until

11.30am, which is the maximum amount of time possible, because only observations

upon a height of 1000m are available. In some cases, this runtime created errors be-

cause the mixed-layer got to high. There, the runtime was lowered until simulations

were obtained and usually 30 minutes less was simulated.

Table 4.3: A perturbation experiment was performed on three different parameters.
The minimum and maximum value are given, as step size. Cbuilt, Cveg and Cimper
represent the fraction of total cover that is buildings, vegetation and impervious sur-
face respectively. Impervious surface is here defined as a category and includes all
impervious surfaces except for buildings.

min max stepsize

anthropogenic heat flux 5 280 25

roughness length 3 25 2

Cbuilt (Cveg = cte) 0.15 0.7 0.05

Cbuilt (Cimper = cte) 0.15 0.7 0.05

Cimper (Cbuilt = cte) 0.15 0.7 0.05

4.3.2 Evaluation of model performance

The results of the first and second batch of simulations were analysed using qualita-

tive and quantitative methods. In this evaluation the accuracy of the initialisation was

not taken into account. This evaluation for urban areas was done for both CLASS4GL

and CLASS4GL_urban.

Height profiles of θ and q were plotted as well as time series of q, θ, mixed-layer

height (h) and the different components of the energy balance. The time series are
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used to investigate the effect of urbanization on the evolution of the mixed-layer. For

the first batch of simulations, observations are available of the height profiles of θ

and q in the morning and afternoon. These profiles were used to evaluate the model

qualitatively. The vertical profiles are evaluated up to a height of 5000 m, since this

coarsely represents the height of the troposphere.

For a more quantitative validation, several metrics of model performance were cal-

culated: Mean Absolute Error (MAE), Root Mean Square Error (RMSE), correlation and

Mean Bias Error (MBE). Validation metrics should always be looked at in combination,

because every validation metric focusses on a different characteristic. It is by com-

bining them and analysing them together that a total view of the error or performance

of the model can be obtained (Chai and Draxler, 2014).

The mean absolute error (MAE). Equation 4.14 was used to calculate the mean

absolute error where n represents the number of observations, P is equal to the pre-

dictions and O represents the observations. The MAE gives insight in the average

error of the model. If the value is close to zero than the model accurately predicts

the observations. While this measure quantifies the average magnitude of the error

it does not indicate whether the model over- or underestimates the values.

MAE =
1

n

n
∑

=1

|P − O| (4.14)

The root mean square error (RMSE). The RMSE is calculated using equation

4.15. This validation measure will give more weight to outliers in terms of errors than

the MAE. It is influenced by several factors such as the total error, the variation of

the magnitudes of the errors, and the amount of observation points (Willmott and

Matsuura, 2005).

RMSE =

√

√

√

√

1

n

n
∑

=1

(P − O)2 (4.15)

Correlation. The correlation is calculated by calculating the Pearson correlation co-

efficient between the observed and predicted values (see equation 4.16). C repre-

sents the covariance matrix (Eq. 4.17). The correlation coefficient gives information

of the linear association between observations and predictions (Taylor, 1990) .

ROP =
COP

p

COOCPP
(4.16)

CAB =
n
∑

=1

(ABj) −

∑n
=1(A)

∑n
=1(B)

n
(4.17)

35



4.3. SIMULATIONS

The mean bias error (MBE). Equation 4.18 was used to calculate the MBE. This

gives an idea whether the model in general over- or underestimates the observations.

If the mean bias is positive this means that in general the model overestimates the

observations, while when it is negative the model in general underestimates the ob-

servations (Willmott and Matsuura, 2005). It should be kept in mind that it is highly

sensitive to outliers, just like the RMSE.

MBE =
1

n
(P − O) (4.18)

All these validation measures were calculated using one of the following two methods:

(1) In a first method–referred thereafter as "height profile method"–the difference

between θ height profile at the end of the day and θ height profile used to initialise the

model were compared between the observations and the model. This says something

about the increment in θ over the day, but no conclusion can be made about the

absolute values or the time evolution of θ. This was used to validate the first batch of

simulations.

(2) For the second batch of simulations, using the MTP-data, the height profile method

is not ideal because the model assumes a constant θ in the mixed-layer, while θ

in the MTP-data increases with height within the mixed-layer. For this reason an-

other method was used to calculate the validation measures using MTP data. In

this method-called "time series method" in further sections–the difference in θ at

a height of 1000m and θ in the mixed-layer was calculated for every 30 minutes for

both the observations as well as the simulations. For the observations the average

was taken of θ between a height of zero and the height of the mixed-layer given

by the framework (CLASS4GL/CLASS4GL_urban). Because the mixed-layer height,

at any given time step, can differ regarding which framework was used (CLASS4GL

or CLASS4GL_urban), the average of the observations which are used to validate,

at any time step, differ depending on which framework was used (CLASS4GL or

CLASS4GL_urban). The time series method gives information on the temporal evo-

lution of the range of temperatures over height but does not inform us on the distri-

bution of the temperature over height, the absolute values of θ over height, or the

absolute value of θ over time. Another possibility would be to initialise the model

with the observations at several time steps and use the θ that the model gives for

the mixed layer. By doing this, the model performance would be calculated based on

what the model is made for.
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4.3.3 Surface energy balance

The general energy balance of an ecosystem is represented by Eq. 4.19 (Chapin et al.,

2002). Q represents the net radiative energy. In a natural ecosystem the storage of

energy, through an increase in temperature and photosynthesis, is usually small (less

than 10 %). Throughout a day, the energy loss approximately equals the energy input

received at the surface (Chapin et al., 2002). In the model the heat storage is not

taken into account (see Eq. 4.20). The surface sensible heat in combination with the

latent heat is often called the available energy because these fluxes are responsible

for the turbulent exchange with the atmosphere (Chapin et al., 2002). Equation 4.21

displays surface energy balance used in urban areas (Grimmond et al., 2010) and is a

simplified version of the one used in the urban parametrisation of the model, Qnthet

represents the anthropogenic heat source in urban areas.

Q = H + LE + G + ΔS (4.19)

Q = H + LE + G (4.20)

Q + Qnthet = H + LE + ΔS (4.21)

4.3.4 General limitations

Besides the limitations already mentioned for each batch of simulations, there are

some shortcomings which apply to each simulation:

� The first hours that are simulated should be seen as a spin-up period due to the

inaccuracy/uncertainty of the initial height of the mixed-layer.

� In the batches of simulations only one or two days are examined. However, there

is a lot of weather variation from day to day. The choice to only simulate a limited

number of days was inspired by the fact that a lot of time was invested in the

implementation of the urban parametrisation of the model and the adaptation of

the model to be able to work with MTP data.

� The switch of advection from the free troposphere is turned off, so that the atmo-

sphere above the mixed layer will not change over time. This is a simplification

of reality.

� ERA-Interim delivers several weather variables and has a spatial resolution of

80 km (Dee et al., 2011). This is larger than the diameter of Moscow, which is

about 40km. So the parameters obtained using ERA interim data are probably

not entirely representative of the area that is investigated.
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� The model stops running when the mixed-layer height gets higher than 1000m.

Usually this happens around 11am, so the results are most often limited to the

first half of the day.
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CHAPTER 5

RESULTS AND DISCUSSION

5.1 Initialisation with balloon profile data (batch 1)

Suhinici is a rural area, so the expectation is that when using this data to initialise the

model the original model will perform better than the urban parametrisation of the

model. While for Rjazan, which is a city, the expectation is that the urban parametri-

sation of the model will represent better the observations than the original model.

5.1.1 Height profiles

Figure 5.1 displays the potential temperature height profiles of the initialisation (2am)

and the observations as well as the modelled profiles in the afternoon (2.30pm) for

each station. Both the original model and the urban parametrisation of the model

were used to simulate the profiles. The initial estimated profiles fit accurately on the

observations. Above the mixed layer the original model and the urban parametrisa-

tion of the model follow the same line. Because the advection is switched off, the air

above the mixed layer is not predicted by the model to change over time; as a result

this line remains equal to the initialisation.

Because it is known that the predictions of the specific humidity are more uncertain

(Wouters et al., 2019), the focus of our comparison of the models will be on the height

profiles of potential temperature. For both stations one could argue that the urban

parametrisation of the model represents better the observations than the original

model. This is was expected for Rjazan but not for Suhinici. But the differences in

predictions between the urban parametrisation and the original model are small and

it should be kept in mind that only the 2-3 lowest data points of the observations

provide insight in how the model performs because these are the only data points

that are situated in the mixed-layer.

It is noticeable that when the urban parametrisation of the model was run the mixed

layer grows higher (see figure 5.2). This is in agreement to what is known on the

effects of urban features on the height of the mixed-layer (Dupont et al., 1999;
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Theeuwes et al., 2015) (see Section 2.2). When looking at the specific humidity height

profiles at 2.30pm (Figure 5.2), it can be seen that the profile of Rjazan (urban area)

has lower values for the specific humidity. This indicates that the mixed layer is drier

in comparison with the profiles of Suhinici. This is in line with earlier studies com-

paring rural and urban areas (Moriwaki et al., 2013; Lokoshchenko, 2014). Figure 5.1

shows that both areas have a similar initialisation profile. This implies that it is valid

to interpret the afternoon differences in light of changes in the diurnal evolution of

the ABL, although they are located 290km away from each other.

Figure 5.1: The profile used to initialise the model (blue) and the simulations and
observations (∗) around 2.30pm are displayed for Rjazan (left) and Suhinici (right).
For both stations, the urban parametrisation of the model (orange) was used as well
as the original model (green)

Figure 5.2: Left: Height profiles of the potential temperature (θ) for Rjazan (urban) and
Suhinici (rural), for the original model (green) and the urban parametrisation of the
model (orange). Right: Height profiles of the specific humidity (q) for both stations,
with the original model (green) and the urban parametrisation of the model (orange).
The blue stars and circles are the observations for Suhinici and Rjazan, respectively.
The dashed lines are Rjazan (urban) and the full lines are Suhinici (rural).

5.1.2 Indicators of model performance

The height profile method (Method (1) in Section 4.3.2) for calculating the validation

metrics was used. So first the difference was taken between the potential temper-

ature height profiles at the end of the day and the beginning of the day for both
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observations and predicted data. Table 5.1 shows the values for the validation met-

rics on these differences. The graphs plotting the differences in potential temperature

height profiles and specific humidity height profiles between the end of the day and

the beginning of the day for both the observations and the simulations can be found

in Appendix E. Also the scatterplots of the observations against the simulations can

be found in Appendix E.

Table 5.1: The scores of the comparison between the observations and the simula-
tions for the original and the urban parametrisation of the model, by looking at the
difference in profile at the end of the day and the beginning of the day. To calculate
the bias, the simulated values are subtracted from the observations. The values in
red indicate which model has the best performance. 50 data points were used for
these calculations.

Potential temperature height profiles

Suhinici

MAE RMSE CORR BIAS

urban 0.90 K 1.18 K 0.85 0.30 K

original 0.94 K 1.21 K 0.84 0.29 K

Rjazan

MAE RMSE CORR BIAS

urban 0.64 K 0.72 K 0.94 -0.21 K

original 0.71 K 0.77 K 0.93 -0.20 K

Specific humidity height profiles

Suhinici

MAE RMSE CORR BIAS

urban 0.0029 kg/kg 0.0031 kg/kg 0.41 0.0029 kg/kg

original 0.0031 kg/kg 0.0033 kg/kg 0.46 0.0031 kg/kg

Rjazan

MAE RMSE CORR BIAS

urban 0.0010 kg/kg 0.0012 kg/kg 0.47 -9.8∗10−4 kg/kg

original 0.0011 kg/kg 0.0014 kg/kg 0.13 -8 ∗ 10−4 kg/kg

Table 5.1 indicates that there is not much difference in performance between the orig-

inal model and the urban parametrisation of the model with respect to the predictions

of the potential temperature height profile at the end relative to the beginning of the

day. Yet, while values are similar, the urban parametrisation of the model tends to

score better in seven out of the eight metrics of Rjazan. There was a quite high cloud

cover on the day of analysis (43 % in Suhinici and 55 % in Rjazan) which might pro-

vide an explanation for the fact that the model is not able to predict accurately the

height-dependent difference between the end of the day and the beginning of the

day.
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The values of the validation metrics tend to be worse for the specific humidity height

profiles than for the potential temperature height profiles. In general, the specific

humidity is more difficult to predict than the potential temperature (Wouters et al.,

2019). One reason for this is that the values for specific humidity are low and there is

a large variability in both space and time (Miralles et al., 2014).

5.1.3 Diurnal changes in the mixed-layer features over time

To generate the figures of the time series (Figure 5.3, and Figure 5.4) only the sim-

ulations of the CLASS4GL_urban were used for Rjazan (RJA_URB) and of the origi-

nal model for Suhinici (SUH_ORIG). Plots showing all the combinations (SUH_ORIG,

SUH_URB, RJA_ORIG, RJA_URB) are given in Appendix F. There are no observations

of the changes in the mixed layer during the course of the day so it is not possible

to evaluate performances of the model against observations. Instead, differences

between the urban and rural areas are discussed. When looking at the time series

of the mixed-layer height, specific humidity and potential temperature (Figure 5.3),

it can be observed that the mixed layer of the urban area is higher than in the ru-

ral area. This is what can be expected from literature (Theeuwes et al., 2015). The

specific humidity is higher in rural areas than in urban ones; in the literature urban

areas are often described as UDI (Lokoshchenko, 2014). When looking closely at the

potential temperature, just after sunrise the potential temperature is higher in rural

areas than in urban areas. This seems at first sight odd because one might expect

that either the potential temperature in urban areas is higher than in rural areas or

that the mixed-layer height is higher in urban than in rural areas so that a larger vol-

ume of air is taken into account (Theeuwes et al., 2015). A possible explanation for

the observed pattern might be that in the urban area first heat is stored. Because the

thermal properties in urban areas are different, it is possible that the energy is not

directly released as sensible heat, resulting in a time lag. Another explanation could

be that the period up to 6am should also be seen as a spin-up period of the model.

The ABL is stable until this moment.

5.1.4 Surface energy balance

Figure 5.4 shows the time series of the surface sensible heat and latent heat. The dif-

ference between sensible heat and latent heat is much higher in rural than in urban

areas. In general this figure agrees with the expectation that the fraction of sensible

heat in urban areas is higher and the fraction of latent heat is lower than in rural

areas. In Appendix F the comparison is made between the two stations, both run with

42



CHAPTER 5. RESULTS AND DISCUSSION

Figure 5.3: Time series of the mixed-layer height (h), specific humidity (q) and poten-
tial temperature (θ) simulated by CLASS4GL_urban for Rjazan (RJA_URB, orange) and
by the original model for Suhinici (SUH_ORIG, green).

both the original model and the urban parametrisation of the model. This was done to

check whether the initial conditions of the model result in the observed difference in

time series. It is noticeable that for the parameters h, θ and q, the trend is caused by

the initial profile. When looking at the energy balance, however, the urban parametri-

sation is largely responsible for the trend in the decrease of latent heat in urban areas

and the increase in sensible heat, because all the lines generated using the urban

parametrisation of the model are located in the middle, close to each other (surface

sensible heat flux (H) and latent heat flux (LE)).

Figure 5.4: Time series of the surface sensible heat flux (H) and latent heat flux (LE)
simulated by CLASS4GL_urban for Rjazan (RJA_URB, dashed lines) and by the original
model for Suhinici (SUH_ORIG, full lines).
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5.2 Initialisation with MTP data and model

validation (batch 2)

Simulations were run for two days (June 1 and June 15 2015), which will be described

separately. June 15 2015 was a day with only 35% of cloud cover, so this can be

seen as a day with near-optimal conditions, as the model performs generally better

under clear sky conditions with no precipitation (Wouters et al., 2019). June 1 2015

was a cloudy day, with a sky cloud cover of 51 %. Cloud cover estimates were ob-

tained from ERA-interim data. The focus will be on the results obtained using the

bias-corrected MTP data. The corrected data led to better model performances than

the non-corrected data (see Appendix G). For both days a quantitative and a quali-

tative validation will be discussed. For the quantitative validation the calculation was

done using the time series method (see Method (2) in Section 4.3.2). This means that

the difference of potential temperature between a height of 1000m and the mixed

layer is calculated for every 30 minutes and a comparison is then made between the

observations and the simulations of both the CLASS4GL_urban and CLASS4GL. Values

for validation metrics and scatterplots are shown. The values obtained in these val-

idation analyses do not allow to say anything about the profile itself or the absolute

values predicted by the model, but it does inform on whether the change in the profile

of potential temperature over time reflects the observations. The height profiles of

the potential temperature and the specific humidity across the day, with a resolution

of 30 minutes, can be found in Appendix H for both June 1 and June 15 2015.

5.2.1 June 15 2015

Height profiles

In Figure 5.5a the bias-corrected MTP data can be seen that were used to initialise the

model. As can be seen, bias correction of the MTP data leads to a shift of the potential

temperature height profile to lower temperatures. The difference between the original

initialisation data and the bias-corrected initialisation data are small, namely 0.50K.

Figure 5.5b shows the beginning and end profile obtained using both CLASS4GL_urban

and CLASS4GL when initialised with the bias-corrected MTP data. In this figure the

bias was also added to the observations as to facilitate comparison. The initial fit is

certainly not ideal; some improvements need to be implemented. For example, in

the current initialisation fit the specific humidity is assumed zero but this is a sim-

plification. One can obtain specific humidity data from the ERA-interim data. But

when these data were used the initial fit was worse, perhaps because of the coarse
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resolution of the ERA-interim data (see Section 4.3.4). Second, the initial mixed-layer

height is now based on the calculation of the Richardson bulk number exceeding a

critical value RiBc (Wouters et al., 2019), which among others is calculated from the

specific humidity and wind data obtained by ERA-interim. Because of the coarse res-

olution, the data might not well represent the urban area. A possibility would be to

calculate the initial mixed layer height in a different way when using MTP data as

initialisation, but further research is needed on this. When looking at the profiles at

the end of the simulations (11.30am; Figure 5.5b), it is clear that those do not fit the

observations accurately, at least not in absolute values. Specific validation metrics

are described below to investigate whether the trend of potential temperature over

height is correctly represented by the model.

(a) (b)

Figure 5.5: (a): The height profiles of potential temperature at 4am on 15/06/2015
obtained in MSU using the MTP device (orange), the ERA-interim data for MSU (green)
and the bias-corrected observations (blue) that were used to initialise the model. (b):
The potential temperature height profiles of the bias-corrected observations obtained
in MSU using the MTP device that were used as initial data (blue). The initial pro-
files generated by the model (identical for MSU_ORIG_15 and MSU_URB_15, dashed
blue lines), the observations at the end of the simulations (black; bias-corrected with
ERA-interim data), and the height profile generated by MSU_ORIG_15 (green) and by
MSU_URB_15 (orange) at the end of the simulations (11.30am) on the 15th of June.

When looking at the position of the height profiles relative to each other over time, the

profiles are located as would be expected. More specifically, when looking at the po-

tential temperature the profiles generated by MSU_URB_15 show a higher mixed layer

and higher values of potential temperature than the profile generated by MSU_ORIG_15.

The trends for the specific humidity on this day (Appendix H) are also as expected,

with the profiles of MSU_URB_15 having lower values of specific humidity than the

profiles of the simulations MSU_ORIG_15, which is in agreement with earlier studies

that have indicated UDI effects during daytime over Moscow (Varentsov et al., 2018).
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Indicators of model performance

In Figure 5.6 the time series of the difference in potential temperature between a

height of 1000m and the mixed layer is displayed. The data obtained by MTP is

uncertain, and for this reason it is recommended to look at differences instead of

absolute values. When looking qualitatively at these graphs one could argue that the

urban parametrisation of the model approximates better the observations than the

original model. It makes sense that the difference of potential temperature between

a height of 1000m and the mixed layer has a decreasing trend over time because

the mixed layer grows over the day and as a result the difference will be lower, given

that the above layers remain on the same position as the advection is turned off in

the model. It should be kept in mind that taking the average of the observations

over the predicted mixed-layer height can result in an error because it assumes that

the mixed-layer height predicted by the model is representative for the observations.

Looking at the profiles (see Appendix H) this is not necessarily the case.

Figure 5.6: Time series of the difference in potential temperature between the height
of 1000m and the mixed layer on the 15th of June at MSU for the observations (*)
and simulations generated by MSU_ORIG_15 (green) and MSU_URB_15 (orange). For
the observations in orange the mean was calculated between height zero and the
mixed-layer height obtained using CLASS4GL_urban. For the observations in green
the mean was calculated between height zero and the mixed-layer height obtained
using CLASS44GL.

Table 5.2 gives an overview of the obtained values when calculating several validation

metrics for the simulation results obtained using the urban parametrisation of the

model and the original model based on the data plotted in Figure 5.6. As can be

seen, scores from the urban parametrisation of the model are better for all validation

measures than the original model. MSU is located in the city center of Moscow, so in

an urban area. Our results are thus in line with the expectation that the characteristics

of the diurnal evolution of the mixed layer in an urban area would be better predicted

by the urban parametrisation of the model than the original model.
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The mean bias is positive. This implies that both models in general overestimate the

differences in potential temperature between a height of 1000m and the mixed layer.

Thus the model will underestimate the mixed-layer height and potential temperature.

The urban parametrisation of the model, however, performs much better than the

original model (Table 5.2 and Figure 5.7). The average magnitude of the error is

0.50K, while the range of observed values is 8K. The urban parametrisation of the

model is able to represent the change in height of the potential temperature over

time on this day relatively well. Qualitatively, however, the profiles (see appendix

H) do not fit well the observations. We can conclude that the trend over height of

potential temperature is predicted by the urban parametrisation of the model but the

location of the profile is not.

Table 5.2: The values for the different validation metrices when the model is initiliased
with bias-corrected MTP data for MSU from the 15th of June 2015. For each validation
metric the performance of the urban parametrisation of the model (urban) as well as
the performance of the original model are given. The values in red indicate which
model has the best performance. 14 data points were used for these calculations.

15/06/2015 MSU

MAE RMSE CORR BIAS

urban 0.50 K 0.57 K 0.97 0.13 K

original 0.85 K 0.96 K 0.96 0.74 K

(a) (b)

Figure 5.7: Scatterplots of the observations and the simulations of the differences in
potential temperature between 1000m and the mixed layer for the MSU data on the
15th of June 2015. Every dot is a datapoint in time (every 30 min) of the differences
in potential temperature between 1000m and the mixed layer for the MSU data on
the 15th of June. (a) shows the results obtained with MSU_URB_15, while (b) shows
the results obtained with MSU_ORIG_15.
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Diurnal changes in the mixed layer features

Figure 5.8a shows the dynamics of the mixed-layer characteristics. Both models fol-

low the same trend when looking at the potential temperature and mixed layer height.

In both cases the urban parametrisation of the models delivers slightly higher values

than the original model. This is in line with expectations, as it is often the case that in

urban areas the mixed-layer height and the potential temperature are higher than in

rural areas (Theeuwes et al., 2015). When looking at the specific humidity both mod-

els have a different trend. When the urban parametrisation of the model is applied

the specific humidity is lower. This is in agreement to earlier studies that indicate that

urban areas are usually drier than rural areas (Sisterson and Dirks, 1978; Varentsov

et al., 2018). In addition, in urban areas the specific humidity often shows a stronger

decrease in the morning than in rural areas. This can be due to two interacting factors:

the vertical entrainment of dry air and a drier surface. Impervious surface obstruct

evaporation, which leads to higher surface temperatures and thus to a higher surface

sensible heat flux. This in combination with the roughness in urban areas leads to

intense mixing. As a result, the mixed layer deepens and drier air is entrained from

above. This leads to a reduction in the specific humidity, even though the total mois-

ture is kept constant (Sisterson and Dirks, 1978). When the urban parametrisation

of the model is applied, the specific humidity decreases stronger than the original

model. In combination with a slightly higher potential temperature, a slightly larger

mixed layer and lower specific humidity, this can indicate that the urban parametri-

sation of the model better represents the typical urban climate characteristics.

The temperature of the soil at initialisation was equal to 292.86K. This value is used

in the model and is obtained from ERA-interim data. The initial temperature of the

mixed layer from the initialisation profile at 4am is 292.94K, which is slightly higher

than the temperature of the soil. So the expectation would be that in the first hours

heat is transferred from the atmosphere to the soil. Figure 5.8b shows that in the

early morning heat is indeed lost from the mixed layer either transferred the ground

or stored. This implies that the potential temperature of the mixed layer would de-

crease in these first hours, but when looking at the changes through a diurnal cycle of

the potential temperature in the mixed layer (Figure 5.8a) the potential temperature

remains quite stable for the urban parametrisation in the first hours. The soil tem-

perature and the air temperature data are from different sources. It should be kept

in mind that the period until about 6am might have to be viewed as a spin-up period

for the model. After 6am the sensible heat transfer increases (Figure 5.8b) and this

agrees with the increase in potential temperature and mixed-layer height after 6am

(Figure 5.8a).
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Surface energy balance

Looking at the sensible and latent heat flux (Figure 5.8b) shows that the latent heat

flux is lower and the sensible heat flux is higher when the urban parametrisation of

the model is used compared to when the original model is used. This is in line with

expectations, amongst others, because impervious surfaces evaporate at lower rates.

It is remarkable that the main flux is still the latent heat flux. During the day the latent

and sensible heat flux increases for both models. This can be expected because of

an increase in incoming solar radiation. It is remarkable that when the original model

is used the net incoming available radiative energy is higher than when the urban

parametrisation of the model is used. This could be because urban areas emit more

longwave radiation at the surface as the temperatures are higher, and this is better

captured by the urban parametrisation of the model. Also the albedo is different in

the two models because in the original model this value is obtained from ERA-interim

data (α =0.210), while in the urban parametrisation of the model this value comes

from the literature and is a typical value for LCZ 5 (α =0.185).

Figure 5.9 plots the left and right part of the energy equation over time. Because

of the law of energy conservation, one expects that the two lines always lie on each

other. This is the case for the original model, but not for the urban parametrisation

of the model. This could reflect that there is somewhere an inconsistency in the

accounting for energy. Detailed inspection of Boekee et al. (2018) revealed that in

the urban module the ground heat flux is not taken into account. This likely causes

the mismatch observed in Figure 5.9 and should be looked at in the future.

(a) (b)

Figure 5.8: (a) The changes through a diurnal cycle of potential temperature (θ),
specific humidity (q), and the mixed-layer height as generated by simulations
MSU_ORIG_15 (dashed lines) and MSU_URB_15 (full lines). (b) The changes through
a ciurnal cycle of the different components of the energy balance from simulations
MSU_ORIG_15 and MSU_URB_15. The dashed lines are the results of MSU_ORIG_15,
while the full lines represent the results of MSU_URB_15. Q: net available radiative
energy, ant_heatflux: anthropogenic heat; Qs: storage heat; LE: latent heat flux; H:
surface sensible heat flux; G: ground heat flux.
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(a) (b)

Figure 5.9: (a) The left part of the energy balance, which consists of the latent heat
flux (LE), the sensible heat flux (H) and the ground heat flux (G), and the right part
of the energy balance, the net radiation (Q) for the original model (MSU_ORIG_15).
(b) The left part of the energy balance, which consists of the latent heat flux (LE),
the sensible heat flux (H) and the storage energy (Q _s), and the right part of the
energy balance, which consists of the net radiation (Q) and the anthropogenic heat
(Q _antheat) for CLASS4GL_urban (MSU_URB_15).

5.2.2 June 1 2015

The first of June 2015 was a cloudy day. Several explanations will be given for the

deviations between the simulations and observations, but it should be kept in mind

that at this stage, these are largely speculative.

Height profiles

Figure 5.10 shows the bias-corrected MTP data that was used to initialise the model.

Bias correction of the MTP data results in a shift of the potential temperature height

profile to higher temperatures. The differences between the original initialisation data

and the bias-corrected initialisation data is small, namely 0.38K. Figure 5.10 shows

the begin and end profile obtained using both models when initialised with the bias-

corrected MTP data. For ease of comparing, the bias correction was also added to

the observations. Also on this date the initialisation is not ideal (Figure 5.10) and

the end results of the simulations do not fit the observations accurately, at least not

in absolute values (Figure 5.10). When comparing the height profiles obtained us-

ing the two kind of models, the expectation is that the mixed layer would be higher

and the potential temperature higher when applying the urban parametrisation in-

stead of the original model, because the mixed layer is typically higher in urban areas

(Lokoshchenko, 2014; Theeuwes et al., 2015). For the results on the 1st of June (Figure

5.10b), however, the mixed layer is higher when the original model is used than when

the urban parametrisation of the model is used. It appears that the surface sensible

heat release into the mixed layer is lower in the urban area. This might have resulted
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(a) (b)

Figure 5.10: (a): The height profiles of potential temperature at 4am on 01/06/2015
obtained in MSU using the MTP device (orange), the ERA-interim data for MSU (green)
and the bias-corrected observations (blue) that were used to initialise the model. (b):
The potential temperature height profiles of the bias-corrected observations obtained
in MSU using the MTP device that were used as initial data (blue). The initial pro-
files generated by the model (identical for MSU_ORIG_01 and MSU_URB_01, dashed
blue lines), the observations at the end of the simulations (black; bias-corrected with
ERA-interim data), and the height profile generated by MSU_ORIG_01 (green) and by
MSU_URB_01 (orange) at the end of the simulations (11am) on the 1st of June.

from the enhanced heat storage in the urban areas that acts as an additional heat

sink, hence making less energy available for the sensible heat release. The enhanced

heat storage might have resulted from the high ground heat capacity in the urban

area. It should also be noted that the model is initialized with soil and surface tem-

peratures from ERA-Interim, which is too coarse in resolution to represent features on

a scale of a single city. Beside this, June 1 2015 is a cloudy day. In turn, this could

make the local surface-atmosphere feedbacks in terms of surface energy exchanges

considered by the conceptual mixed-layer model less pronounced, so that the impor-

tance of other processes not explicitly represented by the model (such as local air

circulation) become relatively more important.

Indicators of model performance

The change through time of the difference in potential temperature between a height

of 1000m and the mixed layer as displayed in Figure 5.11 shows that the model un-

derestimates the difference in potential temperature. The plot implies that at the

end the model predicts that there is a smaller temperature change over height than

is actually happening. So the model overestimates the potential temperature of the

mixed layer. Because in the model the advection is turned off, the value at a height of

1000m remains unchanged over time. This means that if the difference in simulated

potential temperature changes over time, this is caused by an increase or decrease

in the potential temperature of the mixed layer. Figure 5.11 shows that the observed

differences in potential temperature in the beginning is quite stable. This means that
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the mixed layer is not changing, perhaps because the sun is still to weak. It could also

be linked to cloud cover. If there is much cloud cover less radiation is transferred, so

less energy is available. Around 7am the differences start to decrease strongly. This

might reflect a change in cloud cover over time. When the clouds disappear more

energy is available. In the model the cloud cover is kept constant, but this is not

necessarily representative for reality. Changes in cloud cover through time can result

in an over- or underestimation of the temperature difference over height.

Figure 5.11: Time series of the difference in potential temperature between the height
of 1000m and the mixed layer on the 1st of June at MSU for the observations (*) and
simulations generated by MSU_ORIG_01 (green) and MSU_URB_01 (orange).

Table 5.3 and Figure 5.12 indicate that the urban parametrisation of the model outper-

forms the original model in predicting the potential temperature difference between

a height of 1000 and the mixed layer over time. This is what was expected because

MSU is located inside the city center of the megacity Moscow. An exception on this

general pattern is the correlation, but the value for the original model is only 0.003

higher than that for the urban parametrisation of the model, and both models perform

very well (r > 0.91). The bias indicates that both models underestimate the temper-

ature differences in the observations. The scatterplots of Figure 5.12 that the lower

values tend to be more underestimated than the higher values. This implies that the

model predicts that the difference over height is lower than in reality. The simulated

mixed-layer height is higher and warmer than in reality. The RMSE and MAE values

are relatively high. This means that the average magnitude of the error is quite large

and that there is quite some variation among the errors.
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Table 5.3: The values for the different validation metrics when the model is initialised
with bias-corrected MTP data for MSU from the 1st of June 2015. For each validation
metric the performance of the urban parametrisation of the model (urban) as well as
the performance of the original model are given. The values in red indicate which
model has the best performance. 14 data points are used for these calculations.

01/06 MSU

MAE RMSE CORR BIAS

urban 0.61 K 0.72 K 0.92 -0.40 K

original 0.67 K 0.79 K 0.92 -0.44 K

(a) (b)

Figure 5.12: Scatterplots of the observations and the simulations of the differences in
potential temperature between 1000m and the mixed layer for the MSU data on the
1st of June 2015. Every dot is a datapoint in time (every 30 min) of the differences
in potential temperature between 1000m and the mixed layer for the MSU data on
the 1st of June. (a) shows the results obtained with MSU_URB_01, while (b) shows the
results obtained with MSU_ORIG_01.

Diurnal changes in the mixed layer features over time

Time series of the potential temperature, specific humidity and height (Figure 5.13b)

reflect what would be expected: in the beginning the ABL is stable, the sun must still

break through, and after a while, more specifically around 5.30am, the ABL becomes

unstable, it increases, rises in temperature and decreases in specific humidity. These

are characteristics one would expect in an urban area.

On the 1st of June 2015 the temperature of the soil (287.5K) is slightly higher than

the mixed-layer temperature at initialisation (4am, 287.04K). One would expect a pos-

itive sensible heat flux to the atmosphere, but when looking at the height profiles and

the energy balance (see Figure 5.13b) this is not observed. In the early morning the

mixed-layer cools down and heat is transferred from the atmosphere to the ground

or stored. One possible explanation could be that the temperature of the surface at
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initialisation is taken from ERA interim (291.64K) and this value is higher than the

temperature of the soil. As a result heat will be transferred from the atmosphere to

the soil, at least for the original model. This is not the case for the urban parametri-

sation of the model, because ground flux is not taken into account here. In the urban

parametrisation of the model, however, heat is stored in urban structures so less heat

is transferred as sensible heat flux.

Surface energy balance

Figure 5.13b shows the changes in the different components of the energy balance

over a diurnal cycle. The trends for both models are the same. In the beginning

energy is transferred out of the system. In the urban parametrisation of the model,

the sensible heat and latent heat are a bit flatter than the original model. This can

be explained by the storage of heat, as a result of which some energy is not available

for sensible or latent heat transfer. Figure 5.13a shows that the trend of both models

is the same, but that the urban paramaterization of the model results in lower values

for both the sensible as well as the latent heat flux. The urban parametrisation of the

model suggest that a lot of energy is stored at this day, probably because this was

a cloudy day. The sensible heat curve is located above the latent heat curve. This

makes sense in an urban area because there is little vegetation and thus little heat

transferred by evaporation. This pattern, however, differs from what observed on the

15th of June 2015, so this indicates variation from day to day. A possible reason for

the differences between the two days is that the temperature of the atmosphere was

colder on June 1st than on June 15th. As a result, the atmosphere can contain less

water and was closer to the saturation point. This changes the fluxes from latent heat

to sensible heat.

In Figure 5.14 the left and right part of the energy balance are plotted. As for the

previous simulations the lines of the left and right side of the energy balance equation

when using the urban parametrisation do not exactly match (see 5.2.1 for further

explanations).
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(a) (b)

Figure 5.13: (a): The changes through a diurnal cycle of potential temperature
(θ), specific humidity (q), and the mixed-layer height as generated by simulations
MSU_ORIG_01 (dashed lines) and MSU_URB_01 (full lines). (b): The changes through
a diurnal cycle of the different components of the energy balance from simulations
MSU_ORIG_01 and MSU_URB_01. The dashed lines are the results of MSU_ORIG_15,
while the full lines represent the results of MSU_URB_01. Q: net available radiative en-
ergy, Qnthet: anthropogenic heat; Qs: storage heat; LE: latent heat flux; H: surface
sensible heat flux; G: ground heat flux.

Figure 5.14: (a): The left part of the energy balance, which consists of the latent
heat flux (LE), the sensible heat flux (H) and the ground heat flux (G), and the right
part of the energy balance, which consists of the net radiation (Q) for the original
model (MSU_ORIG_01). (b): The left part of the energy balance, which consists of
the latent heat flux (LE), the sensible heat flux (H) and the storage energy (Qs), and
the right part of the energy balance, which consists of the net radiation (Q) and the
anthropogenic heat (Q _antheat) for CLASS4GL_urban (MSU_URB_01).

5.3 Perturbation experiment (batch 3)

The trends observed after the spin-up period are similar when using balloon soundings

or bias-corrected MTP data for initialisation. The results of using balloon profiles of

Rjazan on the 6th of August 1994 as initialisation can be found in Appendix I. Here

the focus will be on the bias-corrected MTP data from MSU on the 15th of June 2015.

Figure 5.15 and Figure 5.16 show the results of the sensitivity analysis. The only

set of parameters for which variation has an important impact on the results of the

simulations is the relative coverage of buildings, vegetation and impervious surface.
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Of this set of parameters, only changes in the relative cover of buildings (scenario

2) and changes in the relative cover of impervious surface (scenario 3; see 4.3.1)

resulted in a distinct difference in mixed-layer evolution over time. The results of

changing the other parameters can be found in Appendix J. Changing these other

parameters only results in a small difference in the changes through a diurnal cycle

of the mixed layer. The results show that mainly the amount of vegetation has an

influence on the diurnal changes of the mixed layer. From Figure 5.15 and Figure 5.16

the conclusion can indeed be made that the fraction of vegetation versus total fraction

of impervious surface (i.e. the sum of buildings and other impervious surfaces) has

an important influence on the mixed-layer evolution. In either case, whether the

fraction of buildings changes or the fraction of impervious surface changes, the effect

is the same: when there is less vegetation the mixed-layer height increases, the

sensible heat flux is higher, the potential temperature is higher, the latent heat flux is

lower, and the specific humidity is lower. This is consistent with what can be found in

the literature, namely that in general urban areas (which implies more buildings and

impervious surfaces) are drier and warmer (Lokoshchenko, 2014; Varentsov et al.,

2017).

It is noticeable that the roughness of the buildings (d) does not have a large influence

on the diurnal evolution of the mixed layer. This suggests that the amount of impervi-

ous surface has a more important role than the features of the buildings itself. These

results also imply that vegetation in an urban area can have a large influence on the

diurnal evolution of the mixed layer and the consequences of it. The question re-

mains whether most of the effect is linked to the presence of vegetation or whether a

large part of the effect is linked to the energy storage by impervious surface. Further

research is needed to fully explore this.
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Figure 5.15: The height profiles and the time series of several variables are given
for simulations with different values of percentage covered by buildings (keeping the
fraction of impervious surface constant). θ: potential temperature; q: specific humid-
ity; h: height; H: sensible heat flux; LE: latent heat flux.
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Figure 5.16: The height profiles and the time series of several variables are given
for simulations with different values of percentage covered by impervious surface
(keeping the fraction of buildings constant). θ: potential temperature; q: specific
humidity; h: height; H: sensible heat flux; LE: latent heat flux.
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CHAPTER 6

CONCLUSION

The aim of this thesis was to investigate how urban features impact the changes in

the mixed layer during the course of the day. To that end, the ABL model CLASS was

adjusted to take urban characteristics into account and use MTP data as initialisation.

Then, data from Moscow was used to test the hypothesis that incorporating urban

features in the framework CLASS4GL, which can simulate how feedbacks between

land surface and atmospheric conditions lead to changes through a diurnal cycle of

the mixed-layer features, improves the accuracy of the simulations with respect to

the changes in height, potential temperature and specific humidity of the mixed layer

during the course of the day. In addition, it was tested whether the use of high res-

olution MTP data as initialisation gives reliable prediction of the diurnal dynamics of

the mixed layer. The first results are promising but more research is needed. From

the first simulations outlined in this thesis the conclusion can be made that the per-

formance of the model might depend, amongst others on the background weather

conditions. CLASS4GL_urban in general outperforms the original CLASS4GL frame-

work for urban areas, but the differences are not always large. Also the focus should

be on the trends of the profile through time that the model generates and not on the

absolute values. We can prudently conclude that CLASS4GL_urban provides added

value to CLASS4GL when the goal is to understand climate development in urban ar-

eas. There is, however, a need for more research. Amongst others, the model needs

to be validated with more datasets, ideally in settings in which as many as possible

relevant parameters can be based on observations of sufficient resolution. Impor-

tantly, the results of this thesis also point to some inconsistencies that need further

investigation, such as the implementation of the ground heat flux and the mismatch

of the energy balance in CLASS4GL_urban. Once the model is validated and a general

idea of the performance and drawbacks is obtained, its application could give addi-

tional insight into the main drivers of urban heatwaves. As such, this model could help

inform the design of strategies to reduce the negative consequences of heatwaves.
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CHAPTER 7

FUTURE RESEARCH

The previous chapter gave a first explorative analysis of the effect of urban charac-

teristics on the ABL evolution with the CLASS model. More research and validation

should happen to study its potential, and its usefulness to analyse the main drives

during a heatwave in urban areas. I invested a lot of time in implementing the urban

parametrisation of the model in CLASS and in adapting the model so that it is able

to work with MTP data in addition to balloon sounding data. Because of this the time

available to also engage in a thorough validation was limited. Right now the model

still needs some more improvements and validation:

� First of all, only a few days have been looked at. Yet model performance de-

pends a lot on the atmospheric conditions. So one may anticipate a lot of vari-

ation from day to day. Therefore, to be able to conclude if the urban parametri-

sation of the model provides added value it should be applied on many more

days, and then the average error should be determined and compared between

CLASS4GL_urban and CLASS4GL.

� The model was adapted so it can be initialised with MTP data. But the MTP data

only go up to a height of 1000m. This means that the model is not able to run for

an entire day, because it stops when the ABL becomes higher than 1000m. Some

adjustments could be made to let the model run an entire day. For example the

initialisation data could be linearly extrapolated before being bias-corrected and

before they would be entered in the model.

� Also the initialisation is still not optimal. The specific humidity and wind val-

ues obtained from ERA-interim are, for instance, probably not representative for

small scale urban areas. The method to calculate the initial height of the ABL

can also be adjusted. For example, instead of basing it on the calculation of the

Richardson bulk number exceeding a critical value RiBc (Wouters et al., 2019).

Searching for the maximal gradient of the potential temperature takes place

could give a better match to the high-resolution mixed-layer fits.

� The method for validation can be further optimised. Currently, the average of

the observations is taken based on the height of the mixed-layer as determined

by the model. But when doing, this the assumption is made that the model



correctly predicts the mixed-layer height. This is not always the case. A solution

can be to initialise the model with new observations every 30 minutes, and use

the thus predicted height of the mixed layer at each time step.

� There are also data available for two other places in the megacity Moscow, more

located in the suburban area. It could be interesting to simulate the diurnal

evolution of the ABL based on these profiles and see if the characteristics are

different for the different parts of the city. Depending on the wind direction, it

would also be interesting to check whether downwind suburban areas are more

influenced by atmosphere events in the center of Moscow.

� At this moment the parameters that define the LCZ 5 are obtained from litera-

ture, and for quite some parameters we need to rely on ERA-interim data, which

have a low resolution. In future it will be important to try to replace as many of

these input data by observations on the city of interest. Such data does certainly

exist for quite a number of cities. Using observation based values for most pa-

rameters will likely lead to more accurate predictions of the actual values rather

than just the trends over time.

� In this thesis LCZ 5 was used to describe Moscow. Ideally all the urban parame-

ters should be defined by observations in stead of general values from literature,

especially if the goal is to investigate the effects of urban characteristics on the

temporal evolution of the mixed-layer features of that specific area.

� Here LCZ 5 is used without incorporating any information of the neighbourhood.

Although when looking at Figure 2.3 Moscow is a heterogeneous city, thus by

only taking LCZ 5 into account some important information could get lost. Some

methods have already been developed to also include information of the neigh-

bourhood, this could improve the accuracy (Verdonck et al., 2017).

� Currently the cloud cover during the day is kept constant in the model during

the daily cycle. As suggested by the data on the first of June, this might lead to

wrong predictions of the difference in potential temperature between a height of

1000m and the mixed layer over time. So adjustment of the model so that it can

take changes in cloud cover through time (e.g. every hour) into account could

improve the accuracy.

� A comparison of the diurnal changes of the mixed-layer features between the

different LCZs could be made.

� Now the sensitivity analysis was only done qualitatively but doing more detailed

experiments on what parameters have an influence on perturbation, e.g. by

doing a more quantitative analysis could give additional insights.

� If the necessary data of a heatwave would be available for a megacity, the dif-

ferent drivers of such a heatwave could be investigated and which parameters
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are most important in the evolution of the ABL under these specific conditions

could be delineated.

� Some elements are not yet included in the model or were turned off in my anal-

yses, such as air pollution (aerosols), large-scale advection. These could change

the diurnal evolution of the ABL.

� In calculating the validation measures the spin-up period was also taken into

account, while this should be left out because at these moments the model is by

definition not yet accurate. But if I had done this for the data that were available,

then not so many data points would be have been left to analyse.

� More research is needed on how the energy balance is implemented in the

model. What are the consequences of leaving out the storage (probably this

just implies that during daytime the surface sensible heat fluxes and latent heat

fluxes will be overestimated) in the original model, using the hysteresis model

and leaving out the ground flux in the urban parametrisation model. It is dis-

turbing that the current runs of the urban parametrisation of the model results

in (slight) deviations of the law of conservation of energy.
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APPENDIX A

Figure A.1: An overview of the different Local Climate Zones (LCZs) (Stewart and Oke,
2012).
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APPENDIX B

Figure B.1: An overview of the characteristics of LCZ 2, ‘compact mid-rise’ (Stewart
and Oke, 2012), one of the key LCZs of Moscow.



Figure B.2: An overview of the characteristics of LCZ 4, ‘open high-rise’ (Stewart and
Oke, 2012), one of the key LCZs of Moscow.
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Figure B.3: An overview of the characteristics of LCZ 5, ‘open mid-rise’ (Stewart and
Oke, 2012), one of the key LCZs of Moscow.
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APPENDIX C

Time (UTC) Anthropogenic fluxes UHI intensity

0 0.16 0

1 0.13 0.015

2 0.08 0.035

3 0.07 0.062

4 0.08 0.09

5 0.26 0.0188754

6 0.67 0.35

7 0.99 0.6

8 0.89 0.868521

9 0.79 0.968531

10 0.74 1

11 0.73 0.94

12 0.75 0.88

13 0.76 0.78

14 0.82 0.71

15 0.9 0.64

16 1 0.59

17 0.95 0.52

18 0.68 0.46

19 0.61 0.32

20 0.53 0.15

21 0.35 0.1

22 0.21 0.06

23 0.18 0.045

Table C.1: Factors used to include the diurnal variation of the UHI (Oke, 1982) and the
anthropogenic fluxes of heat and moisture (Skamarock et al., 2008).
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APPENDIX D

CODE

In Figure D.1 the different files which were adapted in this thesis are shown. Also

a script was written to implement the bias-correction (see below). The code can be

retrieved on request.

Figure D.1: An overview of the different files that were adapted or created in this
thesis.



Bias-correction MTP data using data from 
ERA-interim 
 

import pandas as pd 

import numpy as np 

import matplotlib.pyplot as plt 

import yaml 

from pandas import ExcelWriter 

from pandas import ExcelFile 

#01/06 

ini_era_01 = pd.read_excel('ERA/profiles_ERANOAC_01_27730record_yaml_ini.xlsx') 

#obs 

obs = pd.read_excel('MTP_dtheta/input_MTP/MSU/01_06/01_06_MSU_4am.xls', header = None) 

actual_T = obs.iloc[:,1].values 

h_obs = obs.iloc[:,0].values 

#manueel aanpassen actuelee temperatuur naar potentiel 

q = 0 

cp         = 1005.                 # specific heat of dry air [J kg-1 K-1] 

Rd         = 287.                  # gas constant for dry air [J kg-1 K-1] 

Rv         = 461.5                 # gas constant for moist air [J kg-1 K-1] 

p = np.zeros(len(actual_T)) 

R = Rd*(1.-q )+ Rv*q 

P0 = 100000 

p[0] = P0 

#rho op zeeniveau 

rho = 1.293 

for j in range(1,len(p)): 

    p[j] = p[j-1] - rho*9.81*(h_obs[j]-h_obs[j-1]) 

 

#transform to potential temperature, both pressures are in Pa 



theta = actual_T * (P0/p)**(R/cp) 

#gem van 600-1000 = h nemen een het verschil optellen bij MTP 

z_ = np.linspace(600,1000,9) 

ERA_gem_01 = np.interp(z_,ini_era_01['z'].values,ini_era_01['theta'].values) 

obs_gem_01 = theta[12::] 

verschil_01 = np.mean(ERA_gem_01 - obs_gem_01) 

obs_new_01 = theta+verschil_01 

#wite to excel so can use as new input 

theta_obs_new = theta + verschil_01 

actual_new = theta_obs_new/((P0/p)**(R/cp)) 

df_prof = pd.DataFrame({'h':h_obs, 'actual T':actual_new}) 

writer_prof = ExcelWriter('new_input_MTP_01_06_dtheta.xlsx') 

df_prof.to_excel(writer_prof,'Sheet1',index=False, header = False) 

writer_prof.save() 

 

##################################################################################

##### 

#15/06 

ini_era_15 = pd.read_excel('ERA/profiles_ERANOAC_15_27730record_yaml_ini.xlsx') 

#obs 

obs = pd.read_excel('MTP_dtheta/input_MTP/MSU/15_06/15_06_MSU_4am.xls', header = None) 

actual_T = obs.iloc[:,1].values 

h_obs = obs.iloc[:,0].values 

#manueel aanpassen actuelee temperatuur naar potentiel 

q = 0 

cp         = 1005.                 # specific heat of dry air [J kg-1 K-1] 

Rd         = 287.                  # gas constant for dry air [J kg-1 K-1] 

Rv         = 461.5                 # gas constant for moist air [J kg-1 K-1] 

p = np.zeros(len(actual_T)) 

R = Rd*(1.-q )+ Rv*q 

P0 = 100000 



p[0] = P0 

#rho op zeeniveau 

rho = 1.293 

for j in range(1,len(p)): 

    p[j] = p[j-1] - rho*9.81*(h_obs[j]-h_obs[j-1]) 

 

#transform to potential temperature, both pressures are in Pa 

theta = actual_T * (P0/p)**(R/cp) 

 

z_ = np.linspace(600,1000,9) 

ERA_gem_15 = np.interp(z_,ini_era_15['z'].values,ini_era_15['theta'].values) 

obs_gem_15 = theta[12::] 

verschil_15 = np.mean(ERA_gem_15 - obs_gem_15) 

obs_new_15 = theta+verschil_15 

# 

#wite to excel so can use as new input 

theta_obs_new = theta + verschil_15 

actual_new = theta_obs_new/((P0/p)**(R/cp)) 

df_prof = pd.DataFrame({'h':h_obs,'actual T': actual_new}) 

writer_prof = ExcelWriter('new_input_MTP_15_06_dtheta.xlsx') 

df_prof.to_excel(writer_prof,'Sheet1',index=False,header = False) 

writer_prof.save() 



APPENDIX E

VALIDATION AND SCATTER

PLOTS

Here the figures are shown on of the height profile validation method, (method (1),

section 4.3.2). Also the scatterplots are displayed, this for RJA_ORIG, RJA_URB, SUH_ORIG,

SUH_URB.

E.1 RJA_ORIG

(a) (b)

Figure E.1: This is the result when the potential temperature height profile at the
beginning of the day is substracted from the potential temperature profile at the end
of the day (around 2.30pm). This for the observations (a) and results obtained using
CLASS4GL (b) of Rjazan. The orange line indicates where the difference is zero. If the
blue line is located left of the orange line than the initial potential temperature height
profile has higher values than the potential temperature height profiles at the end of
the day.



E.1. RJA_ORIG

Figure E.2: This is the result when the specific moisture height profile at the beginning
of the day is substracted from the specific humidity profile at the end of the day
(around 2.30pm). This for the observations (a) and results obtained using CLASS4GL
(b) of Rjazan. The orange line indicates where the difference is zero. If the blue line
is located left of the orange line than the initial specific moisture height profile has
higher values than the specific humidity height profiles at the end of the day.

(a) Scatterplots of the ob-
servations and the simula-
tions using CLASS4GL of the
differences in the potential
temperature height profiles
at the end of the day and
the beginning of the day for
data of Rjazan on the 6

th of
August 1994. Every dot is a
datapoint over height of the
differences in potential tem-
perature at the end and the
beginning of the day.

(b) Scatterplots of the obser-
vations and the simulations
using CLASS4GL of the dif-
ferences in the specific hu-
midity height profiles at the
end of the day and the be-
ginning of the day for data of
Rjazan on the 6

th of August
1994. Every dot is a data-
point over height of the dif-
ferences in specific humidity
at the end and the beginning
of the day.

Figure E.3
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E.2 RJA_URB

(a) (b)

Figure E.4: This is the result when the potential temperature height profile at the
beginning of the day is substracted from the potential temperature profile at the
end of the day (around 2.30pm). This for the observations (a) and results obtained
using CLASS4GL_URBAN (b) of Rjazan. The orange line indicates where the difference
is zero. If the blue line is located left of the orange line than the initial potential
temperature height profile has higher values than the potential temperature height
profiles at the end of the day.

Figure E.5: This is the result when the specific moisture height profile at the be-
ginning of the day is substracted from the specific humidity profile at the end of
the day (around 2.30pm). This for the observations (a) and results obtained using
CLASS4GL_URBAN (b) of Rjazan. The orange line indicates where the difference is
zero. If the blue line is located left of the orange line than the initial specific moisture
height profile has higher values than the specific humidity height profiles at the end
of the day.
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E.3. SUH_ORIG

(a) Scatterplots of the obser-
vations and the simulations
using CLASS4GL_URBAN of
the differences in the poten-
tial temperature height pro-
files at the end of the day
and the beginning of the day
for data of Rjazan on the 6

th

of August 1994. Every dot
is a datapoint over height of
the differences in potential
temperature at the end and
the beginning of the day.

(b) Scatterplots of the obser-
vations and the simulations
using CLASS4GL_URBAN of
the differences in the spe-
cific humidity height profiles
at the end of the day and
the beginning of the day for
data of Rjazan on the 6

th

of August 1994. Every dot
is a datapoint over height
of the differences in specific
humidity at the end and the
beginning of the day.

Figure E.6

E.3 SUH_ORIG

(a) (b)

Figure E.7: This is the result when the potential temperature height profile at the
beginning of the day is substracted from the potential temperature profile at the end
of the day (around 2.30pm). This for the observations (a) and results obtained using
CLASS4GL (b) of Suhinici. The orange line indicates where the difference is zero. If
the blue line is located left of the orange line than the initial potential temperature
height profile has higher values than the potential temperature height profiles at the
end of the day.
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Figure E.8: This is the result when the specific moisture height profile at the beginning
of the day is substracted from the specific humidity profile at the end of the day
(around 2.30pm). This for the observations (a) and results obtained using CLASS4GL
(b) of Suhinici. The orange line indicates where the difference is zero. If the blue line
is located left of the orange line than the initial specific moisture height profile has
higher values than the specific humidity height profiles at the end of the day.

(a) Scatterplots of the ob-
servations and the simula-
tions using CLASS4GL of the
differences in the potential
temperature height profiles
at the end of the day and
the beginning of the day for
data of Suhinici on the 6

th of
August 1994. Every dot is a
datapoint over height of the
differences in potential tem-
perature at the end and the
beginning of the day.

(b) Scatterplots of the obser-
vations and the simulations
using CLASS4GL of the dif-
ferences in the specific hu-
midity height profiles at the
end of the day and the be-
ginning of the day for data of
Suhinici on the 6

th of August
1994. Every dot is a data-
point over height of the dif-
ferences in specific humidity
at the end and the beginning
of the day.

Figure E.9

E.4 SUH_URB
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E.4. SUH_URB

(a) (b)

Figure E.10: This is the result when the potential temperature height profile at the
beginning of the day is substracted from the potential temperature profile at the end
of the day (around 2.30pm). This for the observations (a) and results obtained using
CLASS4GL_URBAN (b) of Suhinici. The orange line indicates where the difference
is zero. If the blue line is located left of the orange line than the initial potential
temperature height profile has higher values than the potential temperature height
profiles at the end of the day.

Figure E.11: This is the result when the specific moisture height profile at the be-
ginning of the day is substracted from the specific humidity profile at the end of
the day (around 2.30pm). This for the observations (a) and results obtained using
CLASS4GL_URBAN (b) of Suhinici. The orange line indicates where the difference is
zero. If the blue line is located left of the orange line than the initial specific moisture
height profile has higher values than the specific humidity height profiles at the end
of the day.
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(a) Scatterplots of the obser-
vations and the simulations
using CLASS4GL_URBAN of
the differences in the poten-
tial temperature height pro-
files at the end of the day
and the beginning of the day
for data of Suhinici on the
6
th of August 1994. Ev-

ery dot is a datapoint over
height of the differences in
potential temperature at the
end and the beginning of the
day.

(b) Scatterplots of the obser-
vations and the simulations
using CLASS4GL_URBAN of
the differences in the spe-
cific humidity height profiles
at the end of the day and
the beginning of the day for
data of Suhinici on the 6

th

of August 1994. Every dot
is a datapoint over height
of the differences in specific
humidity at the end and the
beginning of the day.

Figure E.12
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APPENDIX F

TIME SERIES ALL SCENARIOS

WHEN USING BALLOON

PROFILES AS INITIALISATION

DATA

Figure F.1: Time series of the mixed-layer height (h), specific humidity (q) and po-
tential temperature (θ) for RJA_ORIG (dashed orange line), RJA_URB (full orange line),
SUH_ORIG (full green line) and SUH_URB (dashed green line). CLASS4GL_URBAN for
Rjazan (RJA_URB, orange) and by the original model for Suhinici (SUH_ORIG, green).



Figure F.2: Time series of the surface sensible heat flux (H, red or orange) and latent
heat flux (LE, blue or light blue) for RJA_ORIG (dashed red and blue lines), RJA_URB
(full red and blue lines), SUH_ORIG (full orange and light blue lines) and SUH_URB
(dashed orange and light blue lines).
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APPENDIX G

COMPARISON MTP DATA AND

BIAS-CORRECTED MTP DATA

In Table G the values of the validation metrics are given when the MTP data is used

as initialisation. When comparing these values with the values of Table 5.2 and Table

5.3 it can be noticed that the values are slightly better when the MTP data is bias-

corrected with ERA-interim data.

Table G.1: The values for the different validation metrices when the model is initialised
with bias-corrected MTP data for MSU from the 1st and the 15th of June 2015. For each
validation metric the performance of the urban parameterization of the model (urban)
as well as the performance of the original model are given. The values in red indicate
which model has the best performance.

01/06 MSU

MAE RMSE CORR BIAS

urban 0.68 K 0.79 K 0.88 -0.48 K

original 0.75 0.87 K 0.90 -0.53 K

15/06 MSU

MAE RMSE CORR BIAS

urban 0.47 K 0.60 K 0.97 0.17 K

original 0.96 K 1.08 K 0.96 0.88 K
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APPENDIX H

HEIGHT PROFILES OF

POTENTIAL TEMPERATURE AND

SPECIFIC HUMIDITY USING THE

BIAS-CORRECTED MTP DATA AS

INITIALISATION

Figure H.1: Potential temperature height profiles 30min, 60min, 90min and 120
min after sunrise on June 1, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).



Figure H.2: Potential temperature height profiles 150min, 180min, 210min and 240
min after sunrise on June 1, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.3: Potential temperature height profiles 270min, 300min, 330min and 360
min after sunrise on June 1, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.4: Potential temperature height profiles 390min and 420min after sunrise
on June 1, 2015 in MSU. These height profiles are obtained using CLASS4GL_URBAN
(orange) and CLASS4GL (green).
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Figure H.5: Specific humidity height profiles 30min, 60min, 90min and 120 min
after sunrise on June 1, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.6: Specific humidity height profiles 150min, 180min, 210min and 240 min
after sunrise on June 1, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.7: Specific humidity height profiles 270min, 300min, 330min and 360 min
after sunrise on June 1, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).
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Figure H.8: Specific humidity height profiles 390min and 420min after sunrise on June
1, 2015 in MSU. These height profiles are obtained using CLASS4GL_URBAN (orange)
and CLASS4GL (green).

Figure H.9: Potential temperature height profiles 30min, 60min, 90min and 120 min
after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.10: Potential temperature height profiles 150min, 180min, 210min and 240
min after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).
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Figure H.11: Potential temperature height profiles 270min, 300min, 330min and 360
min after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.12: Potential temperature height profiles 390min, 420min, 450min and
480min after sunrise on June 15, 2015 in MSU. These height profiles are obtained
using CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.13: Specific humidity height profiles 30min, 60min, 90min and 120 min
after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).
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Figure H.14: Specific humidity height profiles 150min, 180min, 210min and 240 min
after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.15: Specific humidity height profiles 270min, 300min, 330min and 360 min
after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).

Figure H.16: Specific humidity height profiles 390min, 420min, 450min and 480min
after sunrise on June 15, 2015 in MSU. These height profiles are obtained using
CLASS4GL_URBAN (orange) and CLASS4GL (green).
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APPENDIX I

PERTURBATION EXPERIMENT

USING BALLOON PROFILES OF

RJAZAN AS INITIALISATION

DATA

Figure I.1: The height profiles and the time series of several variables are given for
simulations with different values of the anthropogenic heat flux (Qnthet). θ: poten-
tial temperature; q: specific humidity; h: height; H: sensible heat flux; LE: latent heat
flux.



Figure I.2: The height profiles and the time series of several variables are given for
simulations with different values of the roughness length (d). θ: potential tempera-
ture; q: specific humidity; h: height; H: sensible heat flux; LE: latent heat flux.
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Figure I.3: The height profiles and the time series of several variables are given for
simulations with different values of percentage covered by buildings (keeping the
fraction of vegetation constant). θ: potential temperature; q: specific humidity; h:
height; H: sensible heat flux; LE: latent heat flux.
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Figure I.4: The height profiles and the time series of several variables are given for
simulations with different values of percentage covered by buildings (keeping the frac-
tion of impervious surface constant). θ: potential temperature; q: specific humidity;
h: height; H: sensible heat flux; LE: latent heat flux.
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APPENDIX J

OTHER PERTURBATION

EXPERIMENTS USING

BIAS-CORRECTED MTP DATA ON

JUNE 15 2015 AS

INITIALISATION DATA

Figure J.1: The height profiles and the time series of several variables are given for
simulations with different values of the anthropogenic heat flux (Qnthet). θ: poten-
tial temperature; q: specific humidity; h: height; H: sensible heat flux; LE: latent heat
flux.



Figure J.2: The height profiles and the time series of several variables are given for
simulations with different values of the roughness length (d). θ: potential tempera-
ture; q: specific humidity; h: height; H: sensible heat flux; LE: latent heat flux.
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Figure J.3: The height profiles and the time series of several variables are given for
simulations with different values of percentage covered by buildings (keeping the
fraction of vegetation constant). θ: potential temperature; q: specific humidity; h:
height; H: sensible heat flux; LE: latent heat flux.
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