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ABSTRACT 
The charging of a cold storage with metal foam enhanced 

PCM is modelled with an enthalpy-based method in this study. 
The metal foam enhanced PCM is modelled by a one-
temperature model, where PCM and foam are assumed to be in 
thermal equilibrium. The effects of the metal foam on the heat 
transfer rate is implemented by the calculation of an increased 
thermal conductivity. 

The numerically calculated results are compared with 
experimental data. Similar trends are observed, but they are less 
pronounced in the numerical calculations. This is appointed to 
an exclusion of the aluminum profile of the thermal battery in 
the model. The influence of the aluminum sensitive heat cannot 
be neglected, especially in the early stages of charging. 

The one-temperature model with an increased effective 
thermal conductivity results overestimates the charging 
effectivity since the contact resistance between wall and metal 
foam is not modelled. 

INTRODUCTION 
Cold storage and cold transport is amongst other used in the 

food and pharmaceutical industry. A predetermined temperature 
range needs to be maintained to avoid product waste. 
Maintaining this cold chain requires energy. It is estimated that 
the cold chain is responsible for 2.5% of the global greenhouse 
gas [1]. Improvements in this field has thus positive 
environmental implications. 

An active cooling system can be used to maintain the 
predetermined temperature range by adding a refrigerating cycle 
to the transport. Mobile active coolers however comes with some 
disadvantages. The weight and dimension requirements results 
in a lower efficiency compared to their stationary counter parts. 
They also need a constant power supply and regular 
maintenance. 

The use of a passive cooling system can be advantageous 
during transport, which is done by placing a pre-chilled mass in 
an insulated container. The absence of an active cooler makes it 
cheaper, lighter and vibration free. The temperature can however  

NOMENCLATURE 
 

a [-] Discretization parameter 
b [-] Discretization parameter 
c [J/kgK] Specific heat capacity 
dpcm [m] Distance to phase change front 
f [-] Liquid fraction 
H [J/m3] Total volumetric enthalpy  
k [W/mK] Thermal conductivity 
m [kg] Mass 
𝑚̇  [kg/s] Mass flow rate 
Q [J] Heat stored 
q [W] Heat transfer rate 
R [m2K/W] Thermal resistance 
T [K] Temperature 
t [s] Time 
 
Special characters 
ρ	 [kg/m3] Density 
Δhm	 [J/kg] Latent heat of fusion 
 
Subscripts 
conv  Convective  
eff  Effective 
f  Foam 
in  Inlet 
pcm  Phase change material 
htf  Heat transfer fluid 
l  Liquid 
max  Maximum 
nb  Neighboring point 
out  Outlet  
p  Node point 
prev  Previous  
ref  Reference 
s  Solid 
tot  Total 
 
Supscripts 
old  Old value 

 
not be controlled actively. The pre-chilled mass will absorb the 
heat entering the container to maintain the desired temperature.  

The main disadvantage of a passive cooling system is that it 



  
  

needs to be chilled prior to each transport and cannot operate 
continuously. A material is needed that can absorb heat during 
the entire shipment and be charged effectively. 

Two widely used techniques for thermal energy storage are 
sensible and latent energy storage. Sensible heat is stored by 
changing the temperature of a material from an initial 
temperature Tinit to a final one Tf. The sensible heat is then 
expressed using the specific heat capacity c and the mass m of 
the material [2].  

𝑄 = ∫ 𝜌𝑐𝑑𝑇*+
*,-,.

    (1) 

Energy is also stored or released during the phase change of 
a material. This is referred to as latent heat. An extra term is 
added to incorporate this. The latent heat is defined the mass m, 
the melted fraction am and the latent heat of fusion Δhm [2].	

𝑄 = ∫ 𝑚𝑐𝑑𝑇 + 𝑚𝑎1Δℎ1 + ∫ 𝑚𝑐𝑑𝑇*4
*,-,.

*4
*,-,.

 (2) 

Latent thermal energy offers a high density storage at a nearly 
constant temperature, which is the phase change temperature of 
the material. Latent thermal storage density is 5 to 14 times 
higher than for sensitive storage energy [3]. 

Phase change materials (PCM) are used for latent thermal 
energy storage. They are divided into three groups: organic, 
inorganic and eutectic [4]. PCMs have a high latent heat of fusion 
(125 – 400 MJ/m3), which offers the possibility to achieve high 
energy storage density. They however have a low thermal 
conductivity (0.1 – 0.6 W/mK). This leads to a low heat transfer 
rate during the charging and discharging process. 

Several methods can be used to achieve a conductivity 
enhancement. An example is by enhancing the PCM with an 
open cell metal foam. This is material with a high conductivity, 
a high surface to volume ratio and a high porosity. This makes it 
an effective way to increase the heat transfer in PCMs [5]. 

The subject of this study is to model a cold storage with metal 
foam enhanced phase change material. 

LITERATURE SURVEY 
Studying cold storages numerically has the advantages that 

various conditions can be simulated by changing the variables in 
the model [6]. 

A material undergoing a phase transition has a moving phase 
change front. The non-linear nature of the phase change at the 
transition front and the different thermos-physical properties of 
the phases makes it difficult to predict the behavior of the phase 
change [7]. 

Analytical models can be used to make a first order 
approximation. A way of formulating this moving boundary 
problem is called the Stefan problem [8]. This however only 
models the latent heat. Inclusion of the sensible heat offers a 
better representation of the process and can be done using 
numerical models. 

A numerical enthalpy-based method can be used by 
considering a one-dimensional phase transformation controlled 
by heat conduction k. The energy conservation can be expressed 
using the total volumetric enthalpy H as function of temperature. 
An isothermal phase change can be expressed using following 
equation [9] 

56
57
= 𝛻[𝑘(𝛻𝑇)]    (3) 

The total volumetric enthalpy consists of the sensible and 
latent heat of the PCM. 

𝐻 = ∫ 𝜌𝑐𝑑𝑇*
*?@+

+ 𝜌A𝑓∆ℎ1   (4) 

The sensible heat h is obtained by changing the temperature 
of the PCM (Equation (1)). The latent heat is as a function of the 
latent heat of fusion Δhm the liquid density ρE and the liquid 
fraction f. 

The liquid fraction is 0 to 1. The solid and liquid states 
correspond to the lower and upper value, respectively. A mushy 
state is present in between. 

A second numerical method is the effective heat capacity 
method. The latent heat is modelled by assuming a large heat 
capacity in the melting range (Ts – Tl) [10]. This effective heat 
capacity c is a function of the latent heat of fusion, the difference 
between liquid and solid temperature and the solid specific heat 
capacity. This results in following equation.  

𝑐FGG =
∆H4
*IJ*K

+ 𝑐L    (5) 

This energy conservation can then be expressed as a 
function of temperature. 

𝜌𝑐FGG
5*
57
= ∇[𝑘(∇𝑇)]    (6) 

Both the enthalpy and effective heat capacity method can be 
used to model the phase change. They however have some 
disadvantages. The enthalpy method has problems with super-
cooling and temperature oscillations. On the other hand, the 
effective heat capacity method is difficult to use for small phase 
change temperature ranges and cannot be applied for a fixed 
phase change temperature [6]. 

There will be buoyancy effects present during the phase in 
the liquid PCM. This is especially the case for the melting 
process, due to a larger temperature gradient between the 
transition front and the heat transfer fluid (HTF). This 
temperature gradient is small during the solidification process 
since the solid PCM is situated farther away from the HTF. The 
effects of natural convection in the liquid PCM can thus be 
neglected during the solidification process [11]. 

Introducing an open cell metal foam in the PCM, increases 
the effective thermal conductivity of the compound. Two 
materials with different thermos-physical properties are now 
however present, which makes the modelling more difficult.  

A local thermal non-equilibrium will be present between 
foam and PCM. This can be modelled using a two-temperature 
model [12]. Two energy conservation equations are needed and 
an interstitial heat transfer coefficient between the two materials 
is needed to couple their equations. 

A simpler way to model a metal foam enhanced PCM is by 
the use of a one-temperature model [12]. The metal foam and 
PCM are considered as a homogeneous material with an equal 
temperature. A single energy conservation equation can thus 
describe the problem.  

An effective conductivity however needs to be calculated, 
which is defined by the conductivity of the PCM kpcm, the 



  
  

conductivity of the foam kf and the foam porosity γ. A first order 
approximation is possible 

𝑘FGG = 𝛾𝑘G + (1 − 𝛾)𝑘QR1   (7) 

This first order approximation however overestimates the 
effective conductivity [12]. Boomsma and Poulikos [13] 
presented a correlation based on a three-dimensionally structured 
model of the foam, which is a better estimate. 

THERMAL BATTERY 
The goal of this study is to model a cold storage with metal 

foam enhanced PCM. Two thermal batteries were constructed 
and experimentally investigated by Corryn [14]. One battery was 
enhanced with metal foam. These batteries will be modelled to 
allow comparison with the experimental data. 

A schematic of the battery can be seen in Figure 1. It consists 
of four aluminum profiles with lengths of 806 mm. They are 
placed next to each other and welded together. HTF flows 
through the battery to charge it. Collectors are added at the 
extremities to connect them in series and guide the HTF flow to 
the downstream profiles. 

 

 
Figure 1 Schematic of thermal battery [14] 

 
The cross-section of the profiles is illustrated in Figure 2. 

Two types of channels are present. The open B channels which 
allow through flow of the HTF. The charging is done by cooling 
the PCM enclosed in the A channels. The enhanced PCM is 
obtained by adding open cell aluminium metal pieces in the A 
channels of one battery. The aluminium foam is produced by 
Alhedron and has a porosity of 93%. The A and B channels have 
dimensions of 50 x 10 mm2 and 50 x 8.3 mm2.  

 

 
Figure 2 Schematic of thermal battery [14] 

 
The used HTF fluid is TEMPER -30 by Climalife and the 

organic RT5HC PCM by Rubitherm is used. Temperature 
measurements are performed inside the PCM of the four profiles. 
The inlet and outlet temperature of the HTF is also measured. 

MODEL GEOMETRY 
The geometry of the thermal battery is simplified to perform 

the numerical calculations. The aluminium profiles have six HTF 
channels and seven PCM channels (Figure 2). First an 
assumption about the HTF flow distribution is made. An even 
flow distribution over the channels considered. Secondly, a 
symmetrical heat transfer process is presumed. This makes it 
possible to model the phase change process in one profile by 
modelling one half PCM channel and one half HTF channel. 

The thermal battery consists of four profiles connected by 
collector bends (Figure 1). These collectors are neglected and the 
entire thermal battery is modelled as four channels placed in-line 
after each other. 

ENTHALPY MODEL 
The enthalpy model expresses the energy conservation as a 

function of total volumetric enthalpy and temperature (Equation 
(3)). The model geometry is discretized to form a two-
dimensional grid (Figure 3). Applying the conservation of 
energy on the control volumes of this will result in a system of 
equations which is solved for each time step using a numerical 
scheme.  

 
Figure 3 Schematic of control volumes. 

 
Generic PCM control volumes 

The phase change problem is governed by the conduction in 
the PCM. The effects of natural convection in the liquid PCM 
are neglected. The PCM is assumed to have a constant specific 
heat capacity and density. By substituting Equation (4) in 
Equation (3) the conservation of energy is expressed as a 
function of temperature [15]. The reference temperature Tref is 
set to 0 K and equal thermo-physical properties of the liquid and 
solid PCM are assumed. The heat transfer in the PCM in the flow 
direction (y-direction) is neglected. This results in following 
one-dimensional energy conservation. 

𝜌𝑐	 5*
5T
= 5

5T
U𝑘 5*

5T
V − 𝜌∆ℎ1

5G
57

   (8) 

The above equation is discretized using a fully implicit finite 
volume method by integrating over each control volume. This 
results in following point form. 

𝑎Q𝑇Q = ∑ 𝑎XY𝑇XY + 𝑏Q𝑇Q[A\ + 𝑉𝜌∆ℎ1(𝑓Q[A\ − 𝑓Q)XY   

𝑎XY =
^	_
∆T

, 𝑏Q =
`	a	R
∆7

, 𝑎Q = ∑ 𝑎XYXY + 𝑏Q (9) 

The temperature of a node point Tp is expressed as a function 
of its old value Tpold, its liquid fraction fp and its old liquid 

y
x

Thtf,1

Tpcm,1,1

Tpcm,1,2

Tpcm,1,n-1

Tpcm,1,n

Thtf,k

Tpcm,k,1

Tpcm,k,2
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∆"

∆#

Tin



  
  

fraction fpold and the temperatures of the neighboring points Tnb. 
The discretization parameters anb, ap and bp are determined by 
the heat transferring area A between CVs, the volume V of the 
CVs, the thermal conductivity k of the PCM and the dimension 
in the x-direction ∆x of the CVs. 

The phase change occurs in a temperature range between 5 
°C and 6 °C. A mushy zone is present in this range with a liquid 
fraction f between 1 and 0. This liquid fraction is written as a 
linear function of temperature. 

𝑓(𝑇) = *J*K
*IJ*K

     (10) 

In order to have a correct representation of the phase change 
problem an appropriate liquid fraction update in the mushy zone 
is necessary. The source-based method of Voller and 
Swaminathan [16] is used. 

 
Heat transfer fluid control volumes 

The HTF flow is assumed to be inviscid, incompressible and 
one-dimensional. This makes it possible to decouple the 
equations of motion from the energy equations. The momentum 
equations can also be ignored. The conduction in the flow 
direction is ignored. The conservation of energy in a HTF CV 
can be written as. 

𝑉H7G𝜌H7G𝑐H7G
5*b.+
57

= −𝑐H7G
1̇b.+

c

5*b.+
5d

∆𝑦 + 𝑞H7G (11) 

Heat is transferred in two directions. The mass flow 𝑚̇H7G 
through the channel and the HTF specific heat capacity chtf 
determine the heat transfer in the flow direction. The factor ½ 
stems from the symmetry assumption. The heat transfer rate to 
the PCM qhtf is defined by the convective heat transfer of the 
HTF and the conduction through the PCM. It defined by dividing 
the temperature difference between PCM and HTF Tpcm-Thtf by 
the convective Rconv and the conductive resistance Rpcm. 

𝑞H7G =
*gh4J*b.+
ihj-kligh4

   (12) 

A discretization of Equation (11) results in following point 
form. 

𝑎Q,H7G𝑇H7G = 𝑎XY,QR1𝑇QR1 + 𝑏Q,H7G𝑇H7G[A\ + 𝑎XY,H7G𝑇H7G,QnFo   

𝑎XY,H7G =
1̇b.+Rb.+

c
, 𝑎XY,QR1 = (𝑅R[Xo + 𝑅QR1)Jq  

𝑏Q,H7G =
`b.+	ab.+Rb.+

∆7
  

𝑎Q,H7G = 𝑎XY,QR1 + 𝑎XY,H7G + 𝑏Q,H7G  (13) 

The HTF temperature Thtf is determined by the temperature 
of the upstream HTF Thtf,prev, the temperature of the adjacent 
PCM Tpcm and its old value Thtfold. The heat extracted from the 
PCM in the x-direction results in an increase of the HTF flowing 
in the y-direction.  

 
Calculation procedure 

The point forms of the PCM (Equation (9)) and the HTF 
(Equation (13)) result in a system of equations that determines 
the temperature field in the direction perpendicular to the flow.  

The first time step is initiated by setting the upstream HTF 
temperature equal to the inlet temperature Tin of the thermal 
battery. The first system of equations is solved. The HTF 
temperature Thtf is used to initiate the calculations of the second 
system of equations. This procedure continues until the 
temperatures in all CVs are determined and the outlet 
temperature Tout is obtained. This corresponds to one time step 
and calculations are started for the second time step and so on. 

 
Grid and time convergence 

The convergence of the outlet temperature of the HTF in a 
fixed time frame is used to determine the dimensions of the grid 
and the time step. A maximum difference in temperature of 0.1 
K is used as convergence criteria. This results in a grid of 15 and 
7 control volumes in the x- and y-direction, respectively. A time 
step of 0.5 seconds is chosen.  

MODEL VALIDATION AND COMPARISON 
Model validation 

The model is validated by comparison with experimental data 
[14]. The variable inlet conditions of temperature and mass flow 
rate are taken into account. The HTF inlet temperature rises 
during the charging process and the pump circulating the fluid 
does not immediately operate at full capacity. The comparison is 
done is Figure 4. The HTF fluid flowing through the thermal 
battery extracts energy from the PCM to charge the thermal 
battery. This results in a decreased PCM temperature while the 
HTF fluid heats up. The higher temperature throughout the PCM 
at the beginning of the charging process results in the observed 
outlet temperature peak. The effect is less pronounced for the 
numerical calculations. After the peak, the numerical outlet 
temperature gradually rises due to the higher inlet temperature 
and approaches the experimental results. The solidification has 
started and occurs in a fixed temperature range. This leads to a 
nearly constant temperature difference between inlet and outlet. 
The final numerical outlet temperature approaches the 
experimental value. 

 
Figure 4 Comparison between numerical and experimental 

HTF outlet temperatures. 
 
The difference in peak temperature between the numerical 

and experimental results is however 9.12 °C. The use of correct 
inlet conditions is necessary but does not allow validation of the 
model. A heat transfer process is not included at the start of 
charging. 
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Sensitive heat aluminum 
Only the HTF and the PCM are included in the model. These 

two materials are however enclosed in aluminum profiles. This 
aluminum mass is also cooled down during the real charging 
process. This results in an extra sensible heat storage.  

The influence of the aluminum sensible heat is investigated 
by calculating the ratio of aluminum sensible heat to the total 
heat stored in aluminum and PCM throughout the charging 
process. This ratio is plotted in Figure 5. Most of the aluminum 
is situated adjacent to the HTF and will have a lower temperature 
than most of the PCM at the start of the charging process, which 
results in the maximum ratio of 0.82. The ratio then decreases 
with time since parts of the PCM undergo a phase change with 
the accompanied high latent heat. The ratio converges to a fixed 
value towards the end of charging. The PCM is solidified and 
only extra sensible heat is stored. 

 
Figure 5 Ratio of sensible heat stored in the aluminium to 
the total stored heat in the aluminium and PCM during 

charging. 
 
The collector bends were also not included in this 

investigation. Sensible heat will also be stored herein. It can thus 
be concluded that the sensible heat of the aluminum is not 
negligible in the early stages of charging, especially before 
solidification has started. Including this in the model should 
result in a better resemblance of the HTF outlet temperature. 

 
PCM temperatures 

The numerical PCM temperatures are also compared with 
experiments [14]. Three numerical temperatures are considered 
along the direction perpendicular to the flow (Figure 3). One is 
located next to the HTF, one at the end of the grid and one in 
between. One experimental measurement is taken at the center 
of each profile. This corresponds to the temperature at the end of 
the grid. These temperatures are plotted in Figure 6. 

 
Figure 6 Comparison between numerical and experimental 

PCM temperatures 

The evolution of the PCM temperature is as follows. The 
PCM is first cooled to the solidification temperature. It is in a 
mushy state during the phase change process and cools further 
down when it is completed. This process happens faster closer to 
the HTF. 

The experimental temperature does not correspond with the 
numerically calculated temperature at the end of the grid, which 
should be the case. It is better approximated by the intermediate 
temperature. A reason for this could be the aluminium 
thermowells used to measure the temperatures. They are placed 
inside the PCM. They will act as fins due to their high thermal 
conductivity. This influences the phase change front 
propagation. A solid layer will form on the thermowells before 
the surrounding PCM is solidified. The temperature of a layer 
closer to the HTF is thus measured. It is thus hard to compare 
with experimental data, since the phase change front is 
influenced by the thermowell. 

The numerical PCM temperatures of the four profiles are 
illustrated in Figure 7. The phase change starts at the same 
moment in all the profiles. This is not the case in the 
experimental results [14]. There is a small delay in solidification 
completion. This implicates a nearly homogeneous phase change 
in all four profiles. This is explained by the low temperature peak 
in HTF at the start of charging (Figure (4)), which implicates a 
nearly constant heat transfer rate along the channels. Including 
the aluminium sensible heat should however result in a less 
homogenous phase change. It has a large influence at the 
beginning of charging prior to solidification. 

 
Figure 5 Maximum temperature profiles of the PCM in four 

profiles. 
 
Metal foam enhanced PCM 

The metal foam enhanced PCM is modelled by a one-
temperature model. The effective thermal conductivity is 
calculated with the correlation of Boomsma and Poulikos [13]. 
Increasing the conductivity results in a solidification time of two 
minutes compared to twelve when no foam is used. The metal 
foam has thus a significant positive effect of the charging 
process.  

The HTF outlet temperature is compared with experiments 
[14] in Figure 8. A similar trend is perceived. The temperature 
peak at the beginning of charging is lower than in the 
experiments. This was accounted to the exclusion of aluminium 
sensible heat in the model. The temperature rises later in the 
experiments. This could be explained by the fact that the first 
HTF that is measured at the outlet has not passed through the 
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thermal battery, that there is a measurement lag and that the 
pump does not immediately operate at full capacity. 

 
Figure 6 Comparison between numerical and experimental 

HTF temperatures for a metal foam enhanced PCM 
 
A temperature plateau is observed after the peak in the 

numerical calculations. This indicates that the temperatures 
inside the PCM are close to each other during charging. The 
temperature rapidly decreases after this plateau. The 
solidification is completed and the extra sensible energy storage 
requires less energy. 

The simulated metal foam enhanced PCM is solidified faster 
than in the experiments. The heat transfer rate is thus 
overestimated in the numerical calculations. The metal foam was 
placed inside the PCM channels without a bonding method. This 
implicates a thermal contact resistance between the metal foam 
and the channel wall. This has a negative effect on the heat 
transfer rate. An extra thermal resistance could be added in 
Equation (12) to calculate a lower heat transfer rate between HTF 
and PCM. 

CONCLUSIONS 
It is not possible to validate the enthalpy model of the PCM 

with experimental results. A lower increase in HTF temperature 
flowing through the channel is observed. The influence of the 
sensible heat of the excluded aluminum mass was investigated. 
It was concluded that it has a significant effect during the early 
stages of charging, especially before solidification. Including 
this should offer a better resemblance with the experimental 
results.  

Comparison of the PCM temperatures with experimental data 
is difficult to perform. The thermowells used in the experiments 
have an influence on the phase change front. It is not one-
dimensional as assumed in the model. 

A homogenous phase change is perceived in the simulations, 
which is not the case in reality. Including the aluminum mass 
should eliminate this due to the higher temperature gradient 
between inlet and outlet of the HTF during the early stages of 
charging. 

The one-temperature model of the metal foam enhanced 
PCM overestimates the heat transfer rate. A thermal contact 
resistance exists between the metal foam and the channel wall 
due to the lack of a bonding method. Including an extra thermal 
resistance to calculate the heat transfer rate between HTF and 
PCM could model this phenomenon. 
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Chapter 1

Introduction

Cold storage is amongst other used in the food and pharmaceutical industry. An

elevated temperature results in spillage of the products. Freezing of products

results in damaged goods. The products thus needs to be kept at a predetermined

temperature range to avoid waste. Maintaining this cold chain requires energy.

The cold chain also needs to be maintained during the transport of products,

where cooling energy is required on top of the transport energy. It is estimated

that the cold chain is responsible for 2.5% of the global greenhouse gas [1].

Improvements in this field has thus positive environmental implications.

An active system can be used to maintain the predetermined temperature range.

Active cooling is obtained with the use of a refrigerating cycle. The use of mobile

active coolers during transport has some disadvantages. It has to be small and

light. This results in a lower efficiency when compared to stationary coolers [2].

They also require a continuous power and regular maintenance to ensure proper

functioning. The added mass and vibrations are also drawbacks.

A passive cooling system could be used instead during transport. This is done

by placing a pre-chilled mass in an insulated container. The absence of an

active cooler makes this way of cooling cheaper, lighter and vibration free. The

drawback is that the temperature cannot be controlled actively. A thermal

mass is needed to absorb the heat entering the container and keeping it in the

predetermined temperature range. The duration and conditions of the transport

needs to be taken into account during design to allow this for the entire shipment.

1



2 CHAPTER 1. INTRODUCTION

The main disadvantage of the thermal mass is that it needs to be chilled again

prior to each transport and cannot operate continuously.

The material used as a thermal mass has some requirements. First, it needs to

have a high energy storage density to maintain its weight at a minimum. Sec-

ondly, the energy absorption needs to happen in the predetermined temperature

range. Finally, the pre-chilling process has to be has short as possible.

1.1 Heat storage methods

The most widely used techniques for thermal energy storage are sensible, latent

and thermochemical storage. Sensible thermal energy storage (STES) is achieved

by changing the temperature of the storage material from an initial temperature

Tinit to a final temperature Tf . No phase change occurs during this process. The

energy required for this action is a function of temperature difference and specific

heat capacity c of the material used in the sensible storage system. Following

equation gives the amount of stored stored sensible heat [3].

Qsens =

∫ Tf

Tinit

mcdT (1.1)

Energy is also stored or released during the phase change of a material, which

is referred to as latent thermal storage (LTES). The high energy storage density

makes it a more interesting [4] storage method. This density is 5 to 14 times

higher than for sensible heat storage materials [5]. The LTES is based on the

latent heat of fusion ∆hm and the melted fraction am of the material. Sensible

energy is also stored by increasing the temperature from the initial temperature

Tinit to a final temperature Tf . The stored heat of a medium undergoin a phase

change is given by following equation [3].

Qsens,latent =

∫ Tm

Tinit

mCpdT +mam∆hm +

∫ Tf

Tm

mCpdT (1.2)

LTES has two advantages compared to STES mentioned above. It offers a high

density storage at nearly constant temperature, which is the phase change tem-

perature of the material. The transition can be solid-solid, solid-liquid, solid-gas,
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liquid-gas and vice-versa. Liquid-gas and solid-gas have a higher latent heat of

fusion than the solid-liquid ones, but a large change in volume occurs. This

makes the implementation of these systems impractical [6] and its storage den-

sity is lower. Solid-solid transitions are associated with small volume changes

and thus higher design flexibility [7]. but their latent heat of fusion is lower than

for solid-liquid transitions. This makes solid-liquid transitions most attractive

due to their small volume change and their high energy storage density. Their

use in thermal energy storage systems has the potential of being economically

viable [5]. The advantages and disadvantages of different types of phase change

materials (PCM) will be discussed in next section.

Thermal energy can also be stored in the form of thermochemical energy. These

systems are based on the energy absorbed or released during breaking and re-

forming of the molecular structure. This process has to be reversible. The

amount of storage Qchem is based on the endothermic heat of reaction ∆hr and

the fraction reacted ar.

Q = arm∆hr (1.3)

1.2 Phase change materials

Phase change materials (PCM) are used for latent thermal energy storage. Abhat

[6] classified the different types of solid-liquid PCMs, which can be seen in Figure

1.1. They are divided into three groups: organic, inorganic and eutectic. Carbon

based materials are organic and are further subdivided into paraffins and non-

paraffins. Inorganic materials are divided into salt hydrates and metallics. By

mixing two or more PCMs, the eutectic type is formed. The mixing is done to

attain a specified melting temperature, which is the main selection criterium of

a PCM [8].

The PCMs need favourable thermo-physical properties. These include, amongst

other, a melting temperature that fits the application, a high latent heat of fu-

sion, a high thermal conductivity, a high density, a low volume change during

phase change, long term chemical stability and a low degree of supercooling

[6, 9]. Supercooling is the phenomenon where crystallisation starts at a temper-
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Figure 1.1: Classification of PCMs. [6]

ature below the freezing temperature. This means that the PCM does not start

solidifying upon reaching the freezing temperature. It is even possible that no

nucleation at all occurs and only sensible energy is stored [4]. Since no material

satisfies all the above mentioned criteria a trade-off has to be considered.

Inorganic PCMs have a high latent heat of fusion (250 - 400 MJ/m3), a higher

thermal conductivity (0.6 W/mK) compared to organic PCMs (0.2 W/mK) and

are cheap. They are also corrosive to metals and suffer from supercooling and

phase separation. These drawbacks limits their application [10]. Adding suit-

able thickening and nucleating agents can lower the degree of supercooling [11].

Phase separation occurs when the PCM with several component does not melt

homogeneously. This is referred to as congruent melting. Due to the differ-

ence in mass density of these components, the phase separation will occur under

influence of gravity. This leads to a low cycling stability of the PCM.

Organic PCMs have a high latent heat of fusion (125 - 200 MJ/m3), are non-

corrosive and do not suffer from phase separation. Paraffin waxes freeze without

supercooling and non-paraffin or fatty acids with none or little supercooling [6].

Non-paraffins have excellent melting and freezing properties, but are approxi-

mately three times more expensive than paraffins [12]. The major drawback of
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organic PCMs is their low thermal conductivity of around 0.2 W/mK, which

limits their application [10].

PCMs have a high latent heat of fusion, which offer the possibility to achieve a

high energy storage density. Their low thermal conductivity (0.1 to 0.6 W/mK

[13]) however is a drawback. It is especially the case for organic PCMs. This

leads to a low heat transfer rate during the charging and discharging processes.

Several methods can be used to achieve a conductivity enhancement. Extended

metal surfaces [14], conductive powders [13] or conductive matrices [15] are ex-

amples of effective ways to increase the charge and discharging effectiveness. An

open cell metal foam has a high conductivity, a high surface to volume ratio and

high porosity. This makes it an effective way to increase the heat transfer in

PCMs [16].

In conclusion, PCMs offer the possibility to store thermal energy with a high

density. Organic PCMs are preferred over inorganic due to the absence of su-

percooling, phase separation and corrosion. This ensures the performance of

the thermal storage unit (TSU) over time. They however have a low thermal

conductivity and thus low heat transfer rates for charging in discharging. This

conductivity can be enhanced by embedding open cell metal foam in the PCM,

which results in an increased effective conductivity and accompanying heat trans-

fer rates.

Studying TSUs with PCM can be done either experimentally or numerically. Ex-

perimental investigation offers a better indication of the actual PCM behaviour

and performance [17]. However, experiments are time and cost consuming. A

test rig needs to be constructed for each specific application. They are also prone

to testing errors.

From a design point of view, a numerical approach is preferred. The major

advantage is that various conditions can be simulated by changing the variables

in a numerical model [17]. The phase change process is however a complex

mechanism. Correctly modelling this process is necessary to allow an accurate

design of TSUs. This brings us to the focus of this master dissertation, which is

the modelling of a cold storage with metal foam enhanced PCM. An overview
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of available models in literature will be given in the following chapter.



Chapter 2

Literature survey

2.1 Analytical models

2.1.1 One phase Stefan problem

A material undergoing a phase transition has a moving phase change front. This

type of boundary value problem for partial differential equations is referred to

as a Stefan or moving boundary problem. Stefan [18] applied this problem on

the freezing of the ground. He formulated the energy equation at the solid-liquid

interface with the following equation.

ρ∆hm

(
ds(t)

dt

)
= ks

(
∂Ts
∂t

)
− kl

(
∂Tl
δt

)
(2.1)

This is referred to as the Stefan condition, where s(t) is the position of the

solid-liquid interface, ∆hm is the latent heat of fusion and ρ is the density. The

movement of the solid-liquid interface ds(t)
dt

is driven by the change in temperature
∂T
∂t

and conductivities k of the solid (s) and liquid (l) material.

The non-linear nature of the phase change at the boundary and the different

thermo-physical properties of the phases makes it difficult to predict the be-

haviour of the phase change [19]. An analytical solution in closed form can

however be obtained for a one-dimensional semi-infinite material [4]. Four ther-

mal restrictions are made in this model.

• Only latent heat storage is considered.

7
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• Heat is only transferred by conduction and the convection inside the PCM

is ignored.

• The initial state of the PCM is liquid and at its phase change temperature

Tpcm.

• The temperature at the boundary is set at Tinit and is kept constant.

Since the sensible heat is ignored, the heat dQ(t) that is extracted to move the

interface over a distance ds(t) is equal to the heat that leaves the surface. ∆hm,v

is volumetric latent heat of fusion. The heat flux density q̇ at the surface is then

obtained by dividing by the area A and taking the derivative.

dQ(t) = ∆hm,vAds(t) (2.2)

q̇(t) = ∆hm,v
ds(t)

dt
(2.3)

The sensible heat is negligible and the only heat transfer mode is conduction.

This results in a linear temperature change as function of distance s, defined

by the conduction k and temperature difference between the initial temperature

Tinit and the phase change temperature Tpcm.

q̇(s) = k
Tpcm − Tinit

s
(2.4)

The heat flux is set to Equation 2.3 and Equation 2.4.

∆hm,v
ds

dt
= k

Tpcm − Tinit
s

(2.5)

Time and space variables are separated and the former equation is integrated

with respect to time.
k(Tpcm − Tinit)

∆hm
t =

1

2
s(t)2 (2.6)

This results in following expression for the phase interface location as a function

of time.

s(t) =

√
2
k(Tpcm − Tinit)

∆hm,v
t (2.7)

The heat flux density as a function of time is then obtained by substituting the

former in Equation 2.3.

q̇(t) =

√
(Tpcm − Tinit)k∆hm,v

2t
(2.8)
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Previous derivation assumes a temperature change directly at the surface of the

PCM. In a real design there will be a HTF at the boundary. This introduces

an extra thermal resistance and leads to a slightly different solution of the one

phase Stefan problem.

Closed form equations can be valuable to get a first order approximation but they

have important geometrical and thermal restrictions. They only include latent

heat. A uniform melting temperature at the beginning of the phase change. A

single melting temperature is also assumed, although most PCMs have a melting

temperature range. The natural convection in the PCM is ignored. This is valid

for a solidification process. During melting the temperature gradients inside the

liquid PCM are larger and thus resulting in buoyancy effects. More detailed and

realistic models are thus needed which will be discussed in Section 2.2.

2.1.2 Effectiveness-NTU method

The effectiveness ε of a heat exchanger is the ratio of the actual heat transfer rate

q to the maximum theoretical one qmax, which is obtained for an infinitely long

counter flow heat exchanger. It is a performance parameter of a heat exchanger.

It is expressed with following equation.

ε =
q

qmax
(2.9)

The effectiveness can also be expressed as a function of the number of transfer

units (NTU) between the heat exchanging materials. A material undergoing a

phase change, appears to have a large specific heat capacity. This leads to the

following simplified correlation of the effectiveness [20].

ε = 1− e−NTU (2.10)

The NTU is a function of mass flow rate ṁ, specific heat capacity c and total

thermal resistance Rtot of the heat exchanger.

NTU =
1

Rtot ṁ c
(2.11)
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The effectiveness-NTU method calculates the effectiveness of a heat exchanger

operating in steady state. Equation 2.13 is valid for a material undergoing

a phase change. A thermal storage unit (TSU) can be modelled as a heat ex-

changer, where the PCM acts a fixed heat source at its phase change temperature

Tpcm. The effectiveness-NTU method could be used to calculate its effectiveness.

A TSU however never operates in steady state as seen in Section 2.1.1. An

instantaneous effectiveness can however be calculated and from this an average

value.

To calculate the instantaneous effectiveness with Equation 2.13, the NTU needs

to be determined. The total thermal resistance between HTF and phase change

front Rtot is needed for this. It is series of three resistance. These are the

convective resistance of the HTF Rconv, the conductive resistance of the container

wall Rwall and the conductive resistance of the solid part of the PCM Rpcm. This

results in following equation.

Rtot = Rconv +Rwall +Rpcm (2.12)

The conductive PCM resistance will be time dependent due to the growth of

the solid PCM layer. A TSU thus will never operate in steady state. The time

dependent heat transfer rate q can however still be calculated. The maximum

heat transfer rate qmax occurs when the outlet temperature of the HTF Tout

is equal to the PCM temperature Tpcm. If a constant specific heat capacity is

assumed, this results in following expression of the effectiveness.

ε =
q

qmax
=

Tin − Tout
Tin − Tpcm

(2.13)

Effectiveness can be a useful design parameter for PCM TSUs [21]. The charging

and discharging process can be described using the effectiveness. For a discharg-

ing process, the outlet temperature of the HTF has to meet certain specifications,

which results in a minimum required effectiveness for proper functioning of the

TSU. For the charging process no restrictions are set for the outlet temperature.

Effectiveness should however be maximised for both cases to minimise exergy

losses. This type of analysis only considers the latent energy storage. Disregard-

ing the sensible heat can be justified by the fact that for a small temperature

change of the PCM the latent heat is a multitude of the sensible part [22].
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For a classical effectiveness analysis, the NTU of the heat exchanger is constant

with mass flow rate, due to the constant Rtot (Equation 2.11). For a PCM TSU

the phase change front will propagate with time. This changes the value of Rpcm

and thus also the total thermal resistance (Equation 2.12). This then results in

a varying NTU between the HTF and the liquid PCM. This results in a quasi-

steady approach, where an equilibrium exists at every time step between the

HTF and the PCM.

Tay et al. [23] characterised a coil-in-tank phase change thermal energy storage

using the above mentioned effectiveness-NTU method. They defined a one-

dimensional NTU correlation by ignoring the heat transfer in the HTF flow

direction. They formulated a total thermal resistance where the phase change

front is defined by a shape factor. A round and a square one (Figure 2.1) was

used.

Figure 2.1: Square shape of the PCM phase change front. [23]

It was concluded that the two shape factors results in a similar Rpcm with an

average difference of 3%. Both factors can thus be used for calculating the

effectiveness using Equation 2.13. The shape factor is time dependent, but the

resistance of the solid PCM is calculated using the phase change fraction δ as an

independent variable. To obtain a single performance parameter they calculated
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the average effectiveness with following equation.

ε̄ =

∫ δ=1

δ=0

εdδ =

∫ δ=1

δ=0

(1− e
1

RT ṁCp )dδ (2.14)

Comparison of this average value for different ṁ/A ratios with experimental data

shows good agreement. The average absolute error is 13%. Larger errors occur

for the melting process due to the natural convection inside the liquid PCM

following from large temperature differences, which results in a lower calculated

average effectiveness. The difference between melting and freezing process is

that for melting the resistance of the PCM is determined by the PCM in liquid

state. Temperature differences in this liquid state will result in buoyancy effects

which lowers the resistance. This effect is neglected in the effectiveness-NTU

method since it is temperature independent.

Figure 2.2: PCM slabs with fluid flow through. [21]

Belusko et al. [21] performed an effectiveness-NTU analysis for a different ge-

ometry, which consists of PCM slabs with gaps in between where the HTF can

pass through. Another difference with the model of Tao et al. [23], is a two-

dimensional phase change propagation. The heat transfer rate will be larger at

the HTF inlet where larger temperature differences are present. The schematic

representation of the phase change front can be seen in Figure 2.3. They also

ignored the natural convection inside the PCM due to the small slab thickness

[24].

Above mentioned authors [21, 23] performed the effecitveness-NTU analysis on

the entire length of the TSU. Browne and Bansal [25] divided a TSU in several

elements before performing the analysis for The temperature of the HTF varies

throughout the chiller, which alters the local heat transfer coefficients. By di-
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Figure 2.3: Approximation of solid-liquid phase change front. [21]

viding the chillers in several elements, a more accurate modelling of this effect

is obtained.

It was discussed that that the effectiveness can be a useful design parameter for

PCM TSUs [21]. Only latent heat is however considered since the PCM is acting

as a heat source at fixed temperature. Including the sensible heat would increase

the accuracy of phase change problem. Models which include this sensible heat

will be discussed in next section.

2.2 Numerical models

The moving boundary problem has a non-linear structure and the behaviour of

the phase change is difficult to predict and analytical solutions are only valid

for highly simplified cases as explained in previous section. Two numerical solu-

tions are the enthalpy method and effective heat capacity method which will be

explained hereunder.

2.2.1 Enthalpy formulation

To simplify the solution of the phase change problem an enthalpy method is

introduced. An enthalpy as function of temperature is defined. The conservation

of energy for a phase change problem can then be expressed as follows [26].

∂H

∂t
= ∇(kk(∇T )) (2.15)
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The total volumetric enthalpy H consists of the sensible and latent heat stored

in the PCM.

H(T ) = hsens(T ) + ρlf(T )∆hm (2.16)

The sensible enthalpy hsens is the integral of the mass density ρk and specific

heat capacity ck over temperature.

hsens =

∫ T

Tm

ρkckdT (2.17)

The liquid fraction f for a single melting temperature Tm is expressed as follows

for isothermal phase change.

f =


0 , T < Tm (solid)

0− 1 , T = Tm (mushy)

1 , T > Tm (liquid)

(2.18)

From the total volumetric enthalpy the PCM temperature can be calculated. For

PCMs with a single melting temperature this results in following expressions.

T =


Tm+H
ρscs

, T < Tm (solid)

Tm , T = Tm (mushy)

T = Tm+(H−ρl∆hm)
ρlcl

, T > Tm (liquid)

(2.19)

With the definition of the total volumetric enthalpy (Equation 2.16) and the

sensible enthalpy (Equation 2.17), the energy conservation (equation 2.15) can

be rewritten. The equation is as follows for two-dimensional heat transfer.

∂h

∂t
=
∂h

∂x

(
α
∂h

∂x

)
+
∂h

∂y

(
α
∂h

∂y

)
− ρl∆hm

∂f

∂t
(2.20)

The liquid fraction of the mushy zone can also be defined for a melting range

between Ts and Tl. According to the research of Tittelein et al. [27] this is a

better representation of the phase change process since most PCMs are not pure
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substances with a single melting temperature. The liquid fraction is defined as

a linear function of temperature by several authors [28, 29, 30, 31].

f =


0 , T < Ts (solid)

(T − Ts)/(Tl − Ts) , Ts ≤ T ≤ Tl (mushy)

1 , T > Tl (liquid)

(2.21)

The method has the following advantages.

• The general heat transfer equation is similar to the single phase equation.

• The solid-liquid interface condition is automatically obeyed.

• The mushy zone can be properly modelled.

In order to solve the enthalpy formulation an adequate liquid fraction update

needs to be done in the mushy zone. Voller and Swaminathan [32] have proposed

a numerical scheme to solve this update for solidification processes. This method

is discussed in Section 4.3.2.

2.2.2 Effective heat capacity formulation

Another way to model the phase change problem is by expressing the latent heat

storage with a temperature dependent specific heat capacity. Three different heat

capacities will be present: the solid, liquid and melting one. The latent heat is

aprroximated by a large heat capacity. The effective specific heat ceff occurs

during the phase change over a fixed temperature range which is the melting

range of the PCM (Ts to Tl) [33]. It is directly proportional to the latent heat

of fusion ∆hm.

ceff =
∆hm
Tl − Ts

+ cs (2.22)

This results in a energy conservation equation dependent on temperature.

ρceff
∂T

∂t
= ∇(k(∇T )) (2.23)
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The disadvantages of the the effective heat capacity formulation are the difficulty

of solving phase change problems for a narrow melting range and its inapplica-

bility for isothermal phase changes [17].

2.2.3 Modelling of convection in the PCM

The buoyancy effects during phase change in the liquid PCM cannot always

be ignored. This is especially the case for the melting process. There is a

larger temperature gradient in the liquid PCM which is situated between the

HTF and the liquid-solid interface. The natural convection following from this

temperature difference will have a positive effect on the melting rate. Several

ways of including this is now discussed.

Several authors [34, 35, 36, 37] included the effects of natural convection by

introducing an effective thermal conductivity of the liquid state kl. They used

following empirical correlation [38], where the constants C and n are determined

experimentally and Ra is the Rayleigh number.

keff
kl

= CRan (2.24)

The thermal conductivity of the PCM kpcm is then represented by the mean

value of the PCM in liquid keff and in solid ks state.

kpcm = fkeff + (1− f)ks (2.25)

Tao and He [39] and Qarnia et al. [40] also included the effects of the melt

thickness δ of the liquid PCM. This simulation was done for a circular HTF

tube. The constant C is dependent of the inlet temperature of the HTF.

keff
kl

= CRan
(

δ

R−Ri

)m
(2.26)

All above mentioned authors integrated their effective thermal conductivity of

the liquid PCM in the enthalpy model with single melting temperature explained

in Section 2.2.1.
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Lamberg et al. [33] expressed the natural convection during melting by a heat

transfer coefficient hc [41] based on the temperature difference of the wall Tw

and the melting temperature Tm, gravity g and thermal expansion β.

ρ
∂H

∂t
+ hc∇T = ∇(k∇T ) (2.27)

hc = 0.072

(
g((Tw − Tm)/2)ρ2

l cplk
2
l β

µ

)1/3

(2.28)

During solidification of the PCM, the main heat transfer mode is conduction due

to the lower temperature gradient in the liquid PCM [42]. This means that the

positive effect of convection in the PCM is negligible during solidification, which

is not the case for the melting process.

2.2.4 Modelling of porous material in PCM

Introducing a high conductivity porous material, such as metal foam, in the PCM

will increase the effective thermal conductivity, but two material with different

thermo-physical properties are now present. This makes the numerical modelling

more complex due to the complicated pore structure.

One-temperature model

Hu and Patnaik [43] performed a one-temperature simulation of the phase change

problem. The metal foam and PCM act as a homogeneous material and they

have the same temperature. The phase problem can thus be described by a

single energy equation.

(γρfcp,f + (1− γ)ρscp,s)
∂T

∂t
= ∇(keff∇T )− ρfγ∆hm

∂fl
∂t

(2.29)

The porosity of the foam γ, the conductivity of the PCM kf , the conductivity of

the foam ks and the structure of the foam will determine the effective conduc-

tivity keff of the composite material [43]. A first order approximation based on

the conductivities and the porosity γ is possible.

keff = γkf + (1− γ)ks (2.30)
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The first order approximation however overestimates keff [43]. The Progelhof

model [44] can also be used, where a power law (α) of the porosity is added. It

consequently results in a lower keff . Hu and Patnaik [43] obtained a correlation

in agreement with this model by performing direct numerical simulation (DNS)

on a unit cell level.

keff = γkf + (1− γ)αks (2.31)

Boomsma and Poulikakos [45] presented a correlation of keff based on a three-

dimensionally structured model of the metal foam. It is a tetrakaidecahedron

with cylindrical ligaments and cubic nodes. This structure with the unit cell

used in the approximation can be seen in Figure 2.4. This leads to following

equations, where ks and kf are the conductivities of the foam and the PCM,

respectively. Several authors [46, 47] used these correlations in their calculation

of the effective conductivity.

Figure 2.4: Approximated three-dimensional structure of metal foam. [45]

keff =

√
2

2(RA +RB +RC +RD)
(2.32a)

RA =
4λ

(2e2 + πλ(1− e))ks + (4− 2e2 − πλ(1− e))kf
(2.32b)
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RB =
(e− 2λ)2

(e− 2λ)e2ks + (2e− 4λ− (e− 2λ)e2)kf
(2.32c)

RC =
(
√

2− 2e)2

2πλ2(1− 2e
√

2)ks + 2(
√

2− 2e− πλ2(1− 2e
√

2))kf
(2.32d)

RD =
2e

e2ks + (4− e2)kf
(2.32e)

λ =

√√
2(2− (5/8)e3

√
2− 2γ)

π(3− 4e
√

2− e)
(2.32f)

e = 0.339 (2.32g)

Two-temperature model

A local thermal non-equilibrium will be present by introducing a metal foam

which has a higher thermal conductivity than the PCM. Hu and Patnaik [43]

performed a two-temperature simulation. Two separate energy equations are

used to account for the local non-thermal equilibrium (LTNE) between the metal

foam and the PCM. The local heat transfer is represented by the interstitial heat

transfer coefficient hsf across the specific surface area Asf .

γρfcp,f
∂Tf
∂t

= ∇(kf,eff∇Tf )− ρfγ∆hm
∂fl
∂t
− hsfAsf (Tf − Ts) (2.33a)

(1− γ)ρscp,s
∂Ts
∂t

= ∇(ks,eff∇Ts)− hsfAsf (Ts − Tf ) (2.33b)

Effective conductivities must be calculated for the foam ks,eff and the PCM

kf,eff . Hu and Patnaik [43] defined them by using the first order approximation

(Equation 2.30) and the Progelhoff model (Equation 2.31). The calculation of

kf,eff and ks,eff can also be done by setting ks = 0 and kf = 0 in Equation 2.32,

respectively [47].

The determination of the interstitial heat transfer is important to estimate the

heat transfer performance of the composite material. It is however difficult due

to the complicated structure of the metal foam and the complex flow at pore scale
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[47]. A simplification of the foam structure can be made, where the ligaments

are considered as cylinders. The empirical correlations of Zhukauska for flow

around a cylinder can then be used.

hsf =


0.76Re0.4Pr0.37kf/df , 0 < Re ≤ 40

0.52Re0.5Pr0.37kf/df , 40 < Re ≤ 1000

0.26Re0.6Pr0.37kf/df , 1000 < Re ≤ 20000

(2.34)

Krishnan et al. [48] on the other hand, simplified the geometry to a packed bed

of spherical particles. They used the forced convection correlation of Wakao and

Kaguei [49], but assumed it to be approximately valid for the natural convection

in the melting PCM. It is a correlation for the interstitial Nusselt number Nui,d,

which uses the foam pore diameter as characteristic length. It covers a large

range of Reynold numbers and it becomes a constant value for the case where

only diffusion occurs (Re→ 0).

Nui,d = 6(1− γ)[2 + 1.1Re0.6Pr1/3] (2.35)

Another way to estimate hsf is by performing DNS. Hu and Patnaik [43] did

this on the unit-cell level. The heat flux across the interface qfs and the average

temperatures of the foam Ts and PCM Tf were calculated. An interstitial heat

transfer of 9.09 kW/m2K was then obtained from these parameters.

hfs =
qfs

Ts − Tf
(2.36)

Hu and Patnaik [43] compared volume averaged one-temperature and two-temperature

simulations with direct simulations. They concluded that both volume averaged

simulations results in reasonable predictions of the heat transfer during phase

change. This prediction is however only valid when the effective thermal con-

ductivity was calculated with the Progelhoff model (Equation 2.31), since the

first order approximation results in an overestimation. Both volume averaged

simulations have approximately the same results. If only the charging and/or

discharging time is needed, a one-temperature simulation could be preferred due

to its higher simplicity.
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In conclusion, to model a porous material impregnated in PCM the effective

thermal conductivity is a key parameter. Several correlations are listed in Section

2.2.4. If however a two-temperature simulation is performed to incorporate the

LTNE, the interstitial heat transfer between foam and PCM is also needed. This

however increases the complexity of the model.
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Chapter 3

Thermal battery

The goal of this master dissertation is to model a cold storage with metal foam

enhanced PCM. Two thermal batteries have previously been constructed by a

master student within the framework of his master dissertation [50]. One with

metal foam in the PCM channels and one without metal foam. These thermal

batteries are modelled and compared with experimental results. A description

of the construction of the thermal batteries and the employed measurement

procedure follows.

3.1 Construction

A schematic of the thermal battery is shown in Figure 3.1a. It consists of four

aluminium profiles with lengths of 806 mm. They are placed next to each other

and welded together. HTF flows through the profiles to cool down the PCM.

Collectors are added at the extremities of the profiles to connect them in series.

Walls are placed inside the placed inside the collectors to guide the HTF flow

to the next profile. The flow direction in each profile is depicted in Figure 3.1a.

Two nipples are added to allow entrance and exit of the HTF.

The cross-section of the aluminium profiles is illustrated in Figure 3.1b. Two

types of channels are present. The open B channels which allow through flow of

a HTF to charge the thermal battery. The charging is done by cooling the PCM

enclosed in the A channels. Open cell aluminium metal foam pieces are placed

in the A channels of one thermal battery before adding the PCM. This is the

23
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(a) Schematic of the thermal battery.

(b) Cross-section of the aluminium profiles used in the ther-

mal battery.

Figure 3.1: Thermal battery constructed by Michiel Corryn [50].

difference between the two produced thermal batteries. The aluminium foam is

produced by Alhedron and has a porosity of 93 %. The A and B channels have

dimensions of 50 x 10 mm2 and 50 x 8.3 mm2, respectively. The geometrical

dimensions are summarised in Table 3.1.

Table 3.1: Geometrical dimensions of the aluminium profiles used in the thermal

batteries [50].

Dimension Symbol value

Length channels [mm] L 806

Height channels [mm] hhtf 50

Width HTF channels [mm] whtf 8.3

Width PCM channels [mm] wpcm 10
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As mentioned in the previous paragraph, a HTF fluid is used during the charging

process of the thermal batteries. The liquid has to possess a low freezing tem-

perature to avoid solidification of the HTF, which would clog the HTF channels.

The chosen fluid is TEMPER -30 by Climalife. The full specifications of this

material can be found in Appendix C.

Finally, a PCM is needed to fill the PCM channels. The organic PCM RT5HC by

Rubitherm is chosen. Its melting range is situated between 5 °C and 6 °C. The

heat storage capacity is 250 kJ/kg. This is a combination of latent and sensible

heat in a temperature range of -2 °C to 13 °C. The sensible heat is stored by

lowering the temperature from 13 °C to -2 °C and the latent heat is stored by

the phase change. By extracting the sensible part, a latent heat of fusion of 220

kJ/kg is obtained. The full specifications of the PCM is listed in Appendix C.

This concludes the description of the main parts of the thermal batteries.

3.2 Measurement procedure

Experiments were performed on the thermal batteries described in the previ-

ous section [50]. The experimental setup and the locations of the temperature

measurements are described.

Figure 3.2: Schematic representation of the experimental setup [50].

The experimental setup is presented schematically in Figure 3.2. The thermal

battery (1) is placed in an insulated container (2). The HTF is contained in a
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reservoir (5) and pre-chilled to -15 °C by the cooling cycle (6). The HTF in the

hoses is pre-chilled by short circuiting them. After connection of the hoses to

the thermal battery, the pump (4) is started to enable HTF flow through the

battery. A flowmeter (3) is used to measure the mass flow rate during during

the charging process.

Temperature measurements are done at several locations to evaluate the charging

process. The HTF temperature is measured before leaving the reservoir. This

is also the case for the HTF returning to the reservoir. This gives us the inlet

and outlet HTF temperatures. Two additional temperature measurements are

performed inside the reservoir.

The phase change process is estimated by measuring the temperatures inside the

PCM channels. This is done by installing aluminium thermowells in the thermal

battery. They are placed in the middle of the central PCM of each aluminium

profile, which is illustrated in Figure 3.3. A centrally located PCM temperature

is thus measured.

Figure 3.3: Cross-section of the profiles illustrating the positions of the thermowells

[50].



Chapter 4

Models

4.1 Modelled geometry

The geometry of the thermal battery described in Chapter 3.1a is simplified

to perform the numerical calculations. The aluminium profiles have six HTF

channels and seven PCM channels (Figure 3.1b). First an assumption about the

HTF flow distribution is made. An evenly distributed flow is considered. Sec-

ondly, a symmetrical heat transfer process is presumed. This makes it possible

to represent the total heat transfer process in one profile by modelling one half

PCM channel and one half HTF channel. This results in the geometry depicted

in the Figure 4.1, which will be used to model one aluminium profile.

PCM

HTF
y

x

Figure 4.1: Geometry used to model the charging process in one aluminium profile.

The thermal battery consists of four profiles connected in series by collector

bends (Figure 3.1a). A third assumption is done to model the complete thermal

battery. The collector bends are neglected and the entire battery is modelled as

four channels placed in-line after each other. The used models are described in

27
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the following sections.

4.2 Effectiveness-NTU model

The profiles in the thermal battery contain HTF and PCM. A convective heat

transfer between the HTF and PCM container is present which drives the charg-

ing process in the thermal battery. Sensible and latent heat will be stored in the

PCM. The Stefan problem [18] offers a first order approximation of the phase

change problem. It however only incorporates the latent energy storage. A

model similar to the Stefan problem [18] is first derived.

During the solidification process, the distance between the HTF and the phase

change front dpcm grows. The growth rate dpcm
dt

of the solid PCM layer is expressed

using following equation.

d dpcm
dt

=
q

∆hmρl,pcmAR
(4.1)

It is a function of the heat transfer rate q, the latent heat of fusion ∆hm, the

liquid density ρl,pcm and the heat transferring area AR. The heat transfer rate q

needs to be determined.

The thermal battery can be modelled as a a heat exchanger with the PCM acting

as a fixed heat source at its phase change temperature Tpcm. The effectiveness-

NTU method explained in Appendix B can be used to calculate the heat trans-

fer rate between HTF and PCM. The calculated heat transfer rate is constant

throughout the profile. The number of transfer units (NTU) are needed, which

are a function of the total thermal resistance Rtot between the HTF and the

phase change front.

The total thermal resistance Rtot is a series of thermal resistances. These are the

convective resistance of the HTF Rconv and the conductive resistance of the solid

PCM layer Rpcm. The conductive resistance of the aluminium wall Ral is small

compared to the other an it is neglected. The heat transfer area is AR is 50 x

806 mm2 (Table 3.1). The thermal conductivity of the PCM kpcm is 0.2 W/mK.
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The calculation of the convection coefficient hconv is depicted in Appendix A.

Rtot = Rpcm +Rconv +Ral ≈
dpcm

kpcmAR
+

1

hconvAR
(4.2)

The distance to the phase change front dpcm grows during the solidification. This

results in a time dependent total thermal resistance (Equation 4.2). The heat

transfer rate is thus also time dependent. The growth rate (Equation 4.1) is thus

a function of dpcm and time.

d dpcm
dt

= G(dpcm, t) (4.3)

The growth rate expression is an ordinary differential equation (ODE). The

equation is solved until the PCM is completely solidified. This is the case when

the solid PCM layer thickness is equal to half the PCM channel width (Section

4.1).

The outlet temperature of the HTF of a profile at every time step is calculated

by rearranging the effectiveness ε (Equation B.5).

Tout = Tin − ε(Tin − Tpcm) (4.4)

The above derived equations are valid for one aluminium profile of the thermal

battery. The calculations are repeated three times by using the outlet tempera-

ture of the previous profile as the new inlet temperature. The complete thermal

battery is modelled.

Tin,j = Tout,j−1 j= 2...4 (4.5)

According to the datasheets of the RT5HC PCM (Appendix C), the phase change

occurs in a range between 5 °C and 6 °C. A fixed phase change temperature is

however needed in the derived model. The Tpcm value is fixed at 5.5 °C. The

HTF inlet temperature is set to -13 °C.

The convection in the liquid part of the PCM is neglected in the model derived

above. The freezing process is modelled which states a low influence of the
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convection in the liquid PCM due to the small temperature gradient between

the solid and liquid part [42]. The convection in the PCM is thus altogether

ignored in this model.

This effectiveness-NTU approach of the phase change problem is implemented

numerically in Python. The code can be found in Appendix D. The convergence

and the sensitivity analysis is done in the following sections.

4.2.1 Convergence

As explained in previous section, the calculations are executed with one control

volume (CV) per profile. It was investigated if increasing the number of CV

gives different results. The criteria for convergence is the maximum difference in

outlet temperature per time step. When two CV were used instead of one, the

maximum difference was 0.0016 K. This indicates that increasing the number of

CV has no significant effect on the results.

The same procedure was done to determine the time convergence. This resulted

in a difference of 0.0019 K when the time step was decreased from 1 s to 0.1 s.

A time step of 1 second thus delivers enough accuracy.

4.2.2 Sensitivity analysis

A sensitivity analysis is performed to evaluate the influence of several parameters

on the results. This allows us to determine which parameters have a significant

influence on the phase change problem. An estimation of the error can also

be made from this data. The influence on the total freezing time is studied to

evaluate the influence on the phase change problem. The parameters were all

increased by 1% to determine their sensitivity. The investigated parameters are

listed in Table 4.1 together with their sensitivity. The estimated deviations and

corresponding estimated errors are also listed.
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Table 4.1: The sensitivity, estimated deviation and estimated error of the parameters

in the sensitivity analysis of the effectiveness-NTU model.

Parameter Symbol Sensitivity Estimated deviation Estimated error

Conductivity PCM kpcm -0.84% 5% -4.18% (5%)

Convection HTF hconv -0.13% 10% -1.31% (10%)

Mass flow rate ṁ -0.078% 2% -0.016% (2%)

Specific heat capacity HTF chtf -0.078% 5% -0.39% (5%)

Latent heat of fusion PCM ∆hm 0.99% 7.5% 7.44% (7.5%)

Temperature inlet HTF Tin - 1K 5.72% (1 K)

Temperature PCM Tpcm - 0.5 K -2.25% (0.5 K)

The NTU defines the effectiveness of the heat exchanger as can be seen in Equa-

tion B.3 and will thus have an influence on the total freezing time. The NTU is

amongst other defined by the total thermal resistance between the HTF and the

phase change front (Equation B.4). The total thermal resistance is the sum of

the convective resistance Rconv and the conduction in the solid PCM layer Rpcm

(Equation 4.2). Their influence will be investigated first.

Increasing the thermal conductivity and convection coefficient both results in

a decrease in freezing time. This was expected since they both lower the total

thermal resistance accompanied by the corresponding increase in NTU. The

influence of the conductivity is about 6.5 times higher. This implicates that

the conduction is the dominant heat transfer mode. This influence is however

not constant in time. At the start of the heat exchange, there is no solid PCM

layer and thus no conductive thermal resistance. The influence of the conductive

resistance then increases during solidification due to the growing distance to the

phase change front. The convective resistance stays constant during the entire

process. A plot of this trend is shown in Figure 4.2. It can clearly be seen that

the total resistance increases with time which results in a lower effectiveness

while the PCM layer grows.

The NTU also depends on the mass flow through the HTF channel ṁhtf and

the specific heat capacity of the HTF chtf . From the results seen in Table 4.1, it

can be concluded that they both have an insignificant effect on the heat transfer

process.
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Figure 4.2: Evolution of the thermal resistances during the solidification.

The growth rate of the solid PCM layer is defined by the latent heat of fusion.

A larger value states that more energy is needed to complete the solidification.

This results in an increased freezing time of 0.99%. The increased freezing time

is however not disadvantageous if the increased energy storage is taken into

account.

The maximum heat transfer rate is proportional to the temperature difference

between the PCM temperature and the HTF inlet temperature (Equation B.2).

The actual heat transfer is also affected as seen in Equation B.1. By increas-

ing Tin by 1 K the freezing time is increased by 5.72%. The increment is ex-

pected since a lower temperature difference is applied. The PCM temperature

is increased by 0.5 K which is the top of the congealing area stipulated in the

technical datasheet (Appendix C). The resulting solidification time is decreased

by 2.2%, due to the larger temperature difference.This is appointed to the un-

certainty of the phase change temperature and cannot be adapted in real life.

It can thus be concluded that decreasing the HTF temperature is favourable for

the charging efficiency of the thermal battery.

An estimation of the error of the effectiveness-NTU model is done by estimating
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the deviations of the different parameters to the assumed or measured values.

The Gnielinski correlation [51] of the convection coefficient has an error margin

of 10%. A measuring error of 5% is assumed for the thermal conductivity of the

PCM and for the specific heat capacity of the HTF. The accuracy of the mass

flow rate measurement is 0.2%. An error of 7.5% on the latent heat of fusion is

stated in the datasheets (Appendix C). The different parameters are independent

of each other. The total error Xtot can be expressed with the equation below.

This results in an error of 11% of the effectiveness-NTU model.

Xtot =
√∑

X2
i (4.6)

The model derived above uses several simplifications. Firstly, the phase change

process in the PCM occurs at a fixed solidification temperature. The RT5HC

PCM however has a congealing range of 1 °C (Appendix C). Using a single

solidification temperatures results in an estimated error of 2.25 % (Table 4.1).

Including the solidification range should thus improve the accuracy of the model.

Secondly, only the latent energy storage is modelled by assuming a constant

temperature in the PCM. The solid parts of the PCM however experience a

temperature drop after solidification. This stores sensible heat and the PCM

closer to the HTF will have a lower temperature than in the middle. In thermal

storage applications, the PCM will not be at the phase change temperature

prior to charging and sensible heat is also stored before the solidification process.

The solidification range and sensible heat should be included to have a better

representation of the charging process.

4.3 Enthalpy model

To have a more accurate representation of the phase change process, the sen-

sible heat transfer needs to be taken into account. This can be done by using

the enthalpy method [26]. A conduction governed heat transfer is considered.

The energy conservation can be expressed in terms of total volumetric enthalpy

temperature.
∂H

∂t
= ∇(k∇T ) (4.7)
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4.3.1 Discretisation heat transfer equations

The geometry seen in Figure 4.1 is discretised to form a two-dimensional grid.

A schematic of the resulting grid is illustrated in Figure 4.3. This discretisation

will result in a system of equations which then is solved for each time step using

a numerical scheme. A detailed derivation of the different types of CVs follows

hereunder.

y
x

Thtf,1

Tpcm,1,1

Tpcm,1,2

Tpcm,1,n-1

Tpcm,1,n

Thtf,k

Tpcm,k,1

Tpcm,k,2

Tpcm,k,n-1

Tpcm,k,n

∆"

∆#

Tin

Figure 4.3: Schematic of control volumes used in the enthalpy model.

Generic PCM control volumes

The phase change problem is governed by the conduction in the PCM. The ef-

fects of convection in the liquid part of the PCM are neglected. During the

solidification process this is an appropriate assumption, due to the small tem-

perature gradients in the liquid PCM [42]. The conservation of energy can then

be written as follows.
∂H

∂t
= ∇(k∇T ) (4.8)

The total enthalpy H consists of the sensible and latent enthalpy. ∆hm is the

latent heat of fusion and f the liquid fraction. Together with the density ρ it
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represents the latent enthalpy.

H =

∫ T

Tref

ρcdT + ρf∆hm (4.9)

The density and specific heat capacity are assumed constant. Substituting the

above in Equation 4.8 results in a conservation of energy expression as a function

of temperature [26].

ρc
∂T

∂t
= ∇(k∇T ) + S (4.10)

The source term S is defined as the change in latent enthalpy with respect to

time.

S = −δH ∂f

∂t
(4.11)

The reference temperature Tref is set to 0 K and constant thermo-physical prop-

erties for both phases are assumed. This leads to following difference between

solid and liquid enthalpies.

δH = ρ∆hm (4.12)

The heat transfer is in the PCM is assumed to be one-dimensional, which results

in following expression.

ρpcmcpcm
∂Tpcm
∂t

=
∂

∂x

(
kpcm

∂Tpcm
∂x

)
− δH ∂f

∂t
(4.13)

This one-dimensional conservation of energy is then discretised using a fully

implicit finite volume method. The finite volume equations are obtained by

integrating Equation 4.13 over each control volume [52]. A detailed schematic

of the control volumes of three neighbouring points is shown in Figure 4.4 The

PCM subscripts are dropped in the rest of the derivations.

First the left hand side is discretised in time and space. Tp and Told represent

the new and old temperature values, respectively.

ρc

∫ p+1

p−1

∫ t+∆t

t

∂T

∂t
dtdx = ρc∆x(Tp − Told) (4.14)
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Figure 4.4: Three neighbouring control volumes of the PCM.

The first term of the right hand side is integrated over the control volumes.

Finite difference is used to approximate the gradient k ∂T
∂x

.∫ t+∆t

t

∫ p+1

p−1

∂

∂x

(
k
∂T

∂x

)
dxdt =∫ t+∆t

t

[
kp+1(Tp+1 − Tp)

∆xp+1

− kp−1(Tp − Tp−1)

∆xp−1

]
dt (4.15)

An assumption about the evolution of the temperature in the three nodes (p-1,

p and p+1) is needed to perform the integration from t to t + ∆t. By using a

fully implicit discretisation scheme each node temperature is equal to the new

node temperature value for t to t+ ∆t.∫ t+∆t

t

Tp−1, p, p+1dt = Tp−1, p, p+1∆t (4.16)

By substituting this temperature evolution in Equation 4.15 the finite difference

time discretisation is expressed as follows.∫ t+∆t

t

[
kp+1(Tp+1 − Tp)

∆xp+1

− kp−1(Tp − Tp−1)

∆xp−1

]
dt =[

kp+1(Tp+1 − Tp)
∆xp

− kp−1(Tp − Tp−1)

∆xp−1

]
∆t (4.17)

The thermo-physical properties are assumed constant and equal in both phases.

Each node also has the same dimension ∆x. This simplifies Equation 4.17.[
kp+1(Tp+1 − Tp)

∆xp+1

− kp−1(Tp − Tp−1)

∆xp−1

]
∆t =

k

∆x

[
Tp+1 − 2Tp + Tp−1

]
∆t (4.18)
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The second term of the right hand side is discretised in the same way as the left

hand side.

− δH
∫ p+1

p−1

∫ t+∆t

t

∂f

∂t
dtdx = −δH∆x(fp − f oldp ) (4.19)

The equations above have only been integrated in the x-direction of the CVs.

To perform a three dimensional integration all equations are multiplied by the

height hhtf and the length ∆y of the CVs. This is the heat transferring area

between neighbouring CVs (AR = ∆y hhtf ). The volume of each PCM CV is

constant (Vpcm = ∆x∆y hhtf ). By combining and rearranging Equation 4.14,

4.17 and 4.19 the point form of the generic cells is obtained.

apTp =
∑
nb

anbTnb + bpT
old
p + VpcmδH(f oldp − fp) (4.20a)

anb =
AR kpcm

∆x
(4.20b)

bp =
Vpcm ρpcm cpcm

∆t
(4.20c)

ap =
∑
nb

anb + bp (4.20d)

Heat transfer fluid

The HTF flow is assumed inviscid, incompressible and one-dimensional. These

assumptions make it possible to decouple the equations of motion from the energy

equations. The momentum equations can also be ignored. The conduction in

the direction perpendicular to the flow is ignored in the HTF as in the PCM.

The conservation of energy in a HTF cell can be written as.

Vhtfρhtfchtf
∂Thtf
∂t

= −chtf
ṁhtf

2

∂Thtf
∂y

∆y +Qhtf (4.21)

Heat is transferred in two directions. The HTF mass flow ṁhtf and specific

heat capacity determine the heat transfer between two HTF CVs in the flow

direction. Qhtf is the heat transfer rate between the HTF control volume and

the first adjacent PCM control volume. It is defined by the convective heat
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transfer of the HTF and the conduction through the PCM. The calculation of

the convection coefficient hconv is explained in Appendix A. Vhtf is the volume

of the HTF control volume (Vhtf = ∆y hhtf
whtf

2
).

Qhtf =
Tpcm,1 − Thtf
Rconv +Rpcm

(4.22a)

Rconv =
1

hconv AR
(4.22b)

Rpcm =
lpcm

kpcmAR
(4.22c)

AR is the heat transferring area between the two CVs (AR = ∆y hhtf ). The

length between the wall and the first PCM node lpcm is equal to half of the node

length ∆x/2. A detailed schematic of the involved CVs is illustrated in Figure

4.5. Finite difference is then used to discretise Equation 4.21.

Tpcm,1

Thtf,i-1 Thtf,i

∆x/2
∆y

whtf/2

Figure 4.5: HTF control volumes with adjacent PCM control volume.

ρhtfchtfVhtf
Thtf,i − T oldhtf,i

∆t
=
ṁhtf

2
chtf (Thtf,i−1 − Thtf,i) +

Tpcm,1 − Thtf,i
Rconv +Rpcm

(4.23)

Thtf,i−1 is the temperature of the upstream HTF node. For the first control

volume Thtf,i−1 = Tin, where Tin is the temperature of the HTF before entering

the channel. T oldhtf is the value of the previous time step.

Rearranging the equation results in following point form.

ap,htfThtf,i = anb,pcmTpcm,1 + bp,htfT
old
htf,i + anb,htfThtf,i−1 (4.24a)
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anb,htf =
ṁhtf chtf

2
(4.24b)

anb,pcm = (Rconv +Rpcm)−1 (4.24c)

bp,htf =
ρhtf chtf Vhtf

∆t
(4.24d)

ap,htf = anb,pcm + anb,htf + bp,htf (4.24e)

First PCM control volume

The change in temperature per time step in the PCM CV adjacent to the HTF

CV is written as a function of the heat transfer rates from the HTF control

volume and the second PCM control volume. The discretised form is written as

follows.

Vpcmρpcmcpcm(Tpcm,1 − T oldpcm,1) =

Tpcm,2 − Tpcm,1
Rpcm,1

+
Thtf − Tpcm
Rconv +Rpcm

+ VpcmδH(f − f old) (4.25)

This equation is written in its point form.

ap,1Tpcm,1 = anb,pcmThtf + anbTpcm,2 + bpT
old
pcm,1 + VpcmδH(fp − f oldp ) (4.26a)

anb =
kpcmAR

∆x
(4.26b)

bp =
ρpcm cpcm Vpcm

∆t
(4.26c)

ap,1 = bp + anb (4.26d)

Last PCM control volume

Due to the symmetry assumption, no heat is transferred from the middle of the

PCM channel to the last node point. This is formulated by setting Tp+1 = Tp.

This leads to the following point form.

ap,lTp = ap−1Tp−1 + bpT
old
p + VpcmδH(fp − f oldp ) (4.27a)

anb =
kpcmAR

∆x
(4.27b)

bp =
ρpcm cpcm Vpcm

∆t
(4.27c)

ap,l = bp + anb (4.27d)
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4.3.2 Liquid fraction update

In order to have a correct representation of the phase change an appropriate

liquid fraction update is needed. According to the technical specifications of the

PCM (Appendix C), the phase change occurs in a temperature range between

5 °C and 6 °C. A mushy zone will be present in this temperature range. The

liquid fraction will be between 0 and 1. The liquid fraction is written as a linear

function of temperature.

F (T ) =
T − Ts
Tl − Ts

(4.28)

The source base method of Voller and Swaminathan [32], which combine the

advantages of the apparent heat capacity method and the source based methods,

is used. The iterative scheme is written as.

apT
m+1
p =

∑
nb

anbT
m+1
nb + bpT

old
p + ∆xδH(f oldp − fm+1

p ) (4.29)

All temperatures are evaluated at iteration level m+1 since a fully implicit

method is used. The liquid fraction is also evaluated at iteration level m+1.

By using a truncated Taylor series expansion on fm+1
p , we get.

fm+1
p = fmp +

dF

dT
[Tm+1
p − F−1(fmp )] (4.30a)

dF

dT
=

1

Tl − Ts
= 1 (4.30b)

F−1(f) = f(Tl − Ts) + Ts = f + 278.15 (4.30c)

The derivative dF/dT is evaluated at fmp . The source term can then be written

in a linearised form.

S = SpT
m+1
p + Sc (4.31a)

Sp = −δH dF

dT
∆x (4.31b)

Sc = δH(f oldp − fmp )δx+ δHp
dF

dT
F−1(fmp )δx (4.31c)
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This results in following iterative scheme.

(ap − Sp)Tm+1
p =

∑
nb

anbT
m+1
nb + bpT

old
p + Sc (4.32)

Following solution procedure is used per time step to solve the iterative scheme.

1. Initialise each time step by setting f 0 = f old, where f old is the liquid

fraction of the previous time step.

2. Calculate the discretisation coefficients, dF/dT , Sp and Sc. The tempera-

ture field Tm+1 can then be solved using Equation 4.32.

3. Perform a liquid fraction update by using Equation 4.30a in combination

with following under- and overshoot correction.

fm+1 =

1 , fm+1 > 1

0 , fm+1 < 0
(4.33)

4. Repeat steps 2 and 3 until convergence is achieved.

A smooth transition from a fully liquid state to a mushy state is acquired by

using a different liquid fraction update for nodes with a liquid fraction of 1. The

correction for these nodes is given by following formula. A is the linear term in

the inverse function of the liquid fraction F−1(f) = Af +B.

fm+1
p = fmp + λ∆ (4.34a)

∆ =
ap(T

m+1
p − F−1(fmp )

VpcmδHm+1
p + apA

(4.34b)

4.3.3 Matrix form of system of equations

The system of equations derived above can be written as a tridiagonal matrix

instead of its point forms. The solution of this matrix represents the temperature

field at iteration level m+1 of one slice perpendicular to the direction of the HTF

flow (Figure 4.3). There are one HTF and n PCM CVs. When convergence is

achieved for a time step. The temperature field of the downstream slice is solved
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using the HTF temperature of the upstream slice Thtf,i−1. This is done for the

entire profile and the procedure is repeated for next time step.

A ·Tm+1
i = B ·T oldi + C

A =



ap,htf −anb,pcm
−anb,pcm ap,1 − Sp,1 −anb

−anb ap,2 − Sp,2 −anb
. . . . . . . . .

−anb ap − Sp,n−1 −anb
−anb ap,n



B =


bp,htf

bp
. . .

bp

 , C =


anb,htfThtf,i−1

Sc,1
...

Sc,n

 , Ti =


Thtf,i

Tpcm,1,i
...

Tpcm,n,i



(4.35)

This solution procedure is implemented numerically using Python. The code

can be found in Appendix D

4.3.4 Conservation of energy

The enthalpy model is verified by checking the conservation of energy. The first

law of thermodynamics states that the change in internal energy U of a system

equals the energy E supplied to the system.

dU = dE (4.36)

The energy extracted per time step due to the HTF flow through the system can

be written in function of the the mass flow
mhtf

2
, the inlet enthalpy hin and the

outlet enthalpy hout. No phase change occurs and the thermo-physical properties

are constant. The HTF has constant thermo-physical properties and there is no

phase change. The difference in enthalpy is thus proportional to the temperature
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difference between the system inlet and outlet.

dE

dt
=
ṁhtf

2
(hin − hout) =

ṁhtf

2
chtf (Tin − Tout) (4.37)

The change in internal energy per time step dU
dt

of the system is equal to the

change in total enthalpy dH
dt

. The HTF enthalpy difference ∆Hhtf is the change

in sensible enthalpy. If a phase change takes place, the PCM enthalpy difference

∆Hpcm also includes latent enthalpy which is proportional to the difference in

liquid fraction f .

dU

dt
=
dH

dt
=
∑ ∆Hhtf

∆t
+
∑ ∆Hpcm

∆t
(4.38a)

∆Hhtf = Vhtfρhtfchtf (T
t+∆t
htf − T thtf ) (4.38b)

∆Hpcm = Vpcmρpcm

[
cpcm(T t+∆t

pcm − T tpcm) + ∆hm(f t+∆t
pcm − f tpcm)

]
(4.38c)

The model is then valid if following statement holds true.

dE

dt
− dH

dt
= 0 (4.39)

The resulting order of magnitude is 10-14. The conservation of energy is thus

satisfied in the enthalpy model.

4.3.5 Convergence

The convergence of the results was checked to determine the size of the CVs

(∆x and ∆y) and the time step ∆t. The criteria for convergence used to define

the dimensions of the grid are the difference in freezing time and the maximum

difference in outlet temperature per time step.

Firstly, the convergence in the x-direction perpendicular to the flow direction is

checked. The results on the freezing time and temperature difference are shown

in Table 4.2. The difference is taken between the results of n∆x and (n∆x − 1)

CVs. Increasing the number of CVs has no influence on the time needed to

achieve complete solidification. There is however an influence on the outlet
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temperature. The accuracy of the thermocouples used in the experiments is 0.2

K [50]. When a temperature difference of approximately 0.1 K with the previous

step is achieved convergence is obtained.

Table 4.2: Grid convergence in the x-direction

n∆x 10 11 12 13 14 15

∆tfreeze[s] 0 0 0 0 0 0

∆Tout,max[K] 0.237 0.198 0.181 0.151 0.111 0.077

Convergence is achieved for 15 CVs the x-direction. Similar simulations were

performed for the number of CVs in the y-direction (Table 4.3). Seven CVs are

needed to obtain grid convergence. The resulting grid is displayed in Figure 4.6.

The grid is not to scale.

Table 4.3: Grid convergence in the y-direction

n∆y 5 6 7

∆tfreeze [s] 0 0 0

∆Tout,max [K] 0.132 0.121 0.011

With the determined grid, the time convergence is then checked in the same

manner. The results can be seen in Table 4.4. A time step of 0.5 seconds

provides enough accuracy.

Table 4.4: Time convergence

∆t 1 0.5 0.25

∆tfreeze [s] 0 0 0

∆Tout,max [K] 0.164 0.105 0.063
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Figure 4.6: Grid used to model one channel in the enthalpy model.

4.3.6 Sensitivity analysis

A sensitivity analysis is also performed on the enthalpy model as was done for

the effectiveness-NTU model (Section 4.2.2). The investigated parameters are

listed in Table 4.5. The influence on the total freezing time is used to determine

the sensitivities. The estimated deviations and corresponding errors are also

included.

The charging process of the PCM is conduction controlled (Equation 4.8) and

the heat transfer with the HTF happens through convection. The sensitivity of

the PCM conductivity and the HTF convection is investigated first. Increasing

them by 1% results in a decrease in freezing time. This was expected since they

both increase the heat transfer. The influence of the conductivity is 6 times

higher, which indicates it as the dominant heat transfer mode. This conclusion

was also drawn in the previous sensitivity analysis (Section 4.2.2).

The mass flow rate and the specific heat capacity of the HTF determines the

heat transfer in the flow direction. They both lower the freezing time, but the
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effect is insignificant. They are coupled with the convective heat transfer to the

PCM, which also has an small sensitivity.

Table 4.5: Investigated parameters in sensitivity analysis enthalpy model with their

errors.

Parameter Symbol Sensitivity Estimated deviation Estimated error

Conductivity PCM kpcm -0.79% 5% -3.94%

Convection HTF hconv -0.13% 10% -1.31%

Mass flow rate ṁhtf -0.13% 0.2% -0.026%

Specific heat capacity HTF chtf -0.066% 5% -0.32%

Specific heat capacity PCM cpcm 0.13% 5% 0.66%

Latent heat of fusion PCM ∆hm 0.85% 2.5% 2.13%

Density PCM ρpcm 0.13% 8% 1.97%

Density HTF ρpcm 0% 5% 0%

Temperature inlet HTF Tin - 1 K 5.12%

Initial temperature PCM Tpcm - 1 K 0.26%

Sensible and latent heat is stored during the charging process (Equation 4.9).

The sensible heat is a function of the PCM temperature drop and the specific heat

capacity. Increasing the specific heat capacity means that more sensible heat is

stored and the freezing time should increase. The freezing time is increased by

0.13%. The sensitivity of the latent heat of fusion is a factor 6.5 higher. This

higher influence is expected due to the higher energy storage density of latent

heat. The density of the HTF is also investigated, but it has no influence.

The sensitivity of the initial PCM temperature is low. A higher temperature

means that more sensible heat is stored prior to the phase change process. It

has a low influence on the freezing time since the latent energy storage density

is higher as stated in previous paragraph.

Increasing the inlet temperature results in a larger temperature gradient between

the HTF and the PCM. A higher heat transfer rate is accomplished and the

solidification time is decreased, which was also observed for the effectiveness-

NTU model (Section 4.2.2).

A constant and equal density of the PCM is assumed in both phases of the PCM.

By studying the specifications (Appendix C), it can be seen that the difference
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between solid and liquid density is 120 kg/m3. The difference in density between

the phases could have an effect on the heat transfer process. From Table 4.5, it

however can be seen that the sensitivity is low.

An estimation of the error of the enthalpy model is done by estimating the

deviations of the assumed or measured parameters. The error margin of the

Gnielinski correlation [51] used to calculate the convection coefficient is 10%.

The accuracy of the mass flow measurements is 0.2%. Measuring errors of 5%

are assumed for the PCM conductivity and specific heat capacities of the HTF

and the PCM. A mean density value of 820 kg/m3 was used for all phases. The

difference between solid and liquid density (Appendix C) is however 120 kg/m3.

This results in an uncertainty of 60 kg/m3 or 8% of the PCM density. The

uncertainty of the latent heat of fusion is taken to be 2.5%, which is lower than

for the previous model (Table 4.1). This smaller value is assumed due to the

fact that the thermal energy storage uncertainty listed in the PCM datasheets

(Appendix C) also includes sensible heat. For independent parameters (Equation

4.6), this results in a total error of 7.2%.

A increased accuracy of 3.8% is obtained compared to the effectiveness-NTU

model (Section 4.2.2). The inclusion of sensible heat and the solidification range

of 1 °C gives a more accurate model. The results of the enthalpy model will be

discussed and validated by comparing with experimental data [50] in the next

chapter.
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Chapter 5

Model comparison and validation

5.1 Experimental results

Experimental measurements were performed on the thermal battery described

in Chapter 3 by a previous master student [50]. The charging process was in-

vestigated for different mass flow rates. These results are used in the following

sections to validate the numerical model. The trends in the experiments with

the maximum mass flow rate will be discussed before performing the validation.

The temperature profiles resulting from the experiments can be seen in Figure

5.1. The HTF extracts energy from the thermal battery to charge it. This will

result in a decreased PCM temperature while the HTF heats up. The heat trans-

fer rate gets smaller further in the channels because of the smaller temperature

gradient between the HTF and the PCM. The channels upstream will thus cool

down more rapidly, which explains the difference in temperature between the

four PCM channels. The higher temperature throughout the thermal battery at

the beginning of the charging process results in the HTF temperature peak. This

peak should be at the start of the measurements. There is however a starting

delay on this peak. This can be appointed to a lag in the measurements, the

fact that there is chilled HTF in the returning hose and that the pump does not

immediately operates at full capacity. The temperature difference between inlet

and outlet temperature becomes smaller while the battery cools down and has

a nearly constant temperature difference. This nearly constant difference is due

to the fact that the PCM is at a constant temperature during the solidification

49
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process.
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Figure 5.1: Experimental temperature profiles during the charging process of a ther-

mal battery [50].

The state of the PCM can also be derived from Figure 5.1. The state is not

the same in all the channels, but their trends are similar. At first, the liquid

PCM is cooled down to the solidification temperature and sensible heat is stored.

The PCM is then in a mushy state and stays approximately constant until phase

change is completed. Mainly latent heat is stored since only a small temperature

decrease is present. After solidification, the temperature anew starts to decrease

and an extra amount of sensible heat is stored in the solid PCM. The PCM

temperature reaches a final temperature which approaches the HTF temperature.

The thermal battery is fully charged.

The experimental results offer a general view on the phase change process. It

is however not possible to derive where the phase change front is situated in

thermal battery, since only one thermowell is used per PCM channel. Solving

the enthalpy model described in Section 4.3 gives the grid depicted in Figure

4.6. The temperature value of each CV determines the exact state of this CV.

The location of the phase change front can be derived from this. The simulated
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values of this model are compared with the experimental results in the next

sections.

5.2 Outlet temperature HTF

5.2.1 Model validation

The available experimental data [50] is used to validate the model. As explained

in the previous section, the PCM temperature is only measured at one location

in the channel and only offers a general view of the PCM temperature trend.

On the other hand, the outlet temperature is measured before entering and after

leaving the thermal battery. This is thus an accurate representation of the HTF

temperature. The simulated outlet is thus compared with the experimental one

to validate the model. Simulations with different inlet conditions are performed.
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Figure 5.2: Outlet temperature HTF for constant inlet temperature HTF.

In a first step, a constant HTF inlet temperature of -13 °C is used in the sim-

ulations. The corresponding outlet temperature in function of time is plotted

in Figure 5.2. The experimental results are also illustrated herein. It can be

seen that a similar trend is obtained. The reasons for this trend is explained

in Section 5.1. The temperature peak at the beginning of the charging process
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occurs immediately in the numerical temperature since no experimental errors

are present. The maximum temperature of the peak is however lower. The tem-

perature at the end of the simulation is also lower. Using a constant HTF inlet

temperature does not give a correct representation of the charging process.

By having a closer look at the inlet temperature profile depicted in Figure 5.1,

a temperature rise during the charging process is observed. The constant HTF

inlet temperature condition imposed in the first simulation is thus not correct.

The actual inlet condition will be used in a second simulation. This results in

a different shape of the outlet temperature curve (Figure 5.3). The resulting

temperature has approximately the same value in the starting peak. This is be-

cause the experimental inlet temperature is roughly -13 °C during the first two

minutes, which is the same inlet condition as in the first simulation. It gradually

rises after. This results in a higher outlet temperature. A nearly constant tem-

perature difference between inlet and outlet is maintained since the solidification

has started and the PCM temperature near the wall is approximately constant.

The final temperature is higher and approximates the experimental value. The

peak temperature is however still 9.12 °C lower than the experimental one.
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Figure 5.3: Outlet temperature HTF for varying inlet temperature HTF.

A constant HTF mass flow rate was assumed in the previous two simulations.

However, the pump used in the experiments does not immediately deliver the

maximum mass flow rate of 1.037 kg/s. The HTF passing through the channel
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has thus more time to heat up for the lower mass flow rate present at the be-

ginning of the measurements. This variable mass flow rate is included in a third

simulation and gives the results depicted in Figure 5.4. An increase of the max-

imum outlet temperature of 0.84 °C compared to the previous two simulations

is observed. The peak is also delayed. The maximum mass flow rate is achieved

after two minutes. This results in the same final temperature as the simulation

with varying inlet temperature. The simulated and experimental data still do

not match.
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Figure 5.4: Outlet temperature HTF for varying inlet temperature HTF.

As explained in the paragraphs above, the correct inlet conditions of temperature

and mass flow rate are needed to obtain a better validation of the enthalpy model.

There is however still a large difference with the experimental results. A similar

but less pronounced trend is observed. The difference in peak temperature is

6.13 °C. This indicates that the model is not a satisfactory representation of

the charging process in the thermal battery. The remaining question is how the

model can be improved to fit the data more accurately.
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5.2.2 Model improvements

Sensible heat aluminium

To begin with, only the HTF and the PCM is modelled. These two materials are

however enclosed in aluminium profiles. This aluminium mass is not included,

although it is also cooled down during the charging process. The aluminium does

not undergo a phase and no latent heat is stored. Nonetheless, there is sensible

heat storage from the temperature drop in the material. The ratio of aluminium

volume per total volume Val
Vpcm+Val

is 0.36. The sensible energy storage ratio
hsens,al

hsens,pcm+hsens,al
is determined using Equation 5.1. The densities ρ and specific

heat capacities c listed in Table 5.1.

hsens,al
hsens,pcm + hsens,al

=
Val ρal cal

Vpcm ρpcm cpcm + Val ρal cal
(5.1)

Table 5.1: Thermo-physical properties and volumes used to determine sensible en-

ergy storage ratio [50].

Property Symbol Aluminium PCM

Density [kg/m3] ρ 2700 820

Specific heat capacity [J/kgK] c 900 2000

Volume [cm3] V 116.5 201.5

By substituting the values (Table 5.1), a sensible energy storage ratio of 0.46.

Almost half of the sensible energy is stored in the aluminium mass which indi-

cates a significant influence of the aluminium on the charging process. This is

however only valid when the aluminium and PCM have the same temperature

and no phase change occurs. The PCM undergoes a phase change. This results

in a latent energy storage. The ratio of aluminium sensible energy per total

stored energy
hal,sens

Hpcm+hal,sens
(Equation 5.2) includes the latent heat. It is a func-

tion of volumes V specific heat capacities c, temperature differences ∆T , liquid

fraction difference ∆f and latent heat of fusion ∆hm.

hsens,al
Hpcm + hsens,al

=
Val ρal cal ∆Tal

Vpcm ρpcm(cpcm ∆Tpcm + ∆hm∆f) + Val ρal cal ∆Tal
(5.2)
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To calculate this ratio an assumption about the aluminium temperature is done.

The aluminium mass adjacent to the HTF has the same temperature as the first

PCM CVs in the direction perpendicular to the flow. The aluminium masses at

the far ends of the profiles are at the temperatures of their adjacent PCM CV.

This temperature distribution assumption is illustrated in Figure 5.5.

PCMTal = Tpcm

Tal = Tpcm

aluminium

HTF flow

y

x

Figure 5.5: Cross-section of profile with temperature distribution in aluminium

mass.

Knowledge of the aluminium temperature during the charging process makes it

possible to calculate the thermal energy storage ratio
hal,sens

Hpcm+hal,sens
(Figure 5.6).

The value at the beginning of the cooling process is 0.82. This is as expected,

since most of the aluminium mass is adjacent to the HTF and the temperature

in this PCM CV is close to the solidification temperature of 6 °C. The rest of

the PCM is still close to the initial temperature of 24 °C. Only sensible heat is

present. With time the temperature in the whole PCM drops and solidification

starts close to the HTF wall. This implicates the addition of latent heat which

has a higher energy density. As a result, the ratio decreases rapidly. It converges

to a fixed value of 0.18 after 14 min. The PCM is completely solidified and only

extra sensible energy is stored by cooling below the low end of the solidification

temperature range of 5 °C. It can thus be concluded that the sensible heat of the

aluminium is not negligible during the early stages of charging, especially before

solidification has started. The bends of the collectors are also not modelled

and will experience the same phenomena. This sensible energy storage of the
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Figure 5.6: Ratio of sensible energy stored in the aluminium to the total stored

energy in the aluminium and the PCM during the charging process.

neglected aluminium mass should result in a higher peak temperature of the

outlet temperature, which more closely resembles the experimental results.

PCM mass

Furthermore, not all the PCM is included in the model. As explained in Chapter

3, there are six HTF and seven PCM channels. By applying the symmetry

assumption on one channel, the two outermost halves of the PCM channels are

not included. This results in a decrease in PCM mass of 15%. More energy

needs to be extracted than modelled. The influence of the extra mass on the

outlet temperature is checked by increasing the size of the PCM channels by

15%. The difference in outlet temperature is 0.02 °C. The excluded mass has

thus an insignificant influence on the outlet temperature. It has however an

influence on the solidification time, which increases by 30%. The solidification

is increased, but extra thermal energy is stored.

Losses to the environment

Losses to the environment could also have an influence on the HTF temperature.

Convective heat transfer with the aluminium walls non-adjacent to the PCM

channels is also present. The thermal battery is however insulated during the
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charging process to prevent these heat gains from the ambient air [50]. An

estimation of these losses Qlosses is done and compared to the heat transfer rate

from the PCM to the HTF Qhtf . This is done by using a one-dimensional thermal

network between the HTF and the ambient air. The total thermal resistance Rtot

is calculated as a series of conductive and convective resistances with following

equation.

Rtot =
1

hconvAlosses
+

dal
kalAlosses

+
dins

kinsAlosses
+

1

hambAlosses
(5.3)

The conductive resistances of the aluminium and insulation are calculated with

the material thickness d, thermal conductivity k and heat transferring area

Alosses. A relatively high thermal conductivity of the insulation is taken to make

a conservative estimation. The convective resistances are calculated with their

convection coefficients h and the heat transferring area Alosses. The convection

coefficient of the HTF is calculated as explained in Appendix A. Its value is not

constant since the mass flow rate is lower at the beginning of the simulations.

The natural convection coefficient of the ambient air is estimated to be 10 W/m2.

The specific values of the used parameters can be found in Table 5.2. The losses

are then calculated by dividing the temperature difference between the HTF and

the ambient air ∆T by Rtot.

Qlosses =
∆T

Rtot

(5.4)

Table 5.2: Parameters used to determine losses to the environment during the charg-

ing process.

Property Symbol Aluminium Insulation HTF Ambient

Thickness [mm] d 2 50 - -

Heat transferring area [cm3] Al 36 36 36 36

Thermal conductivity [W/mK] k 205 0.035 - -

Convection coefficient [W/m2K] h - - 190-480 -

The resulting ratio of heat losses to the total heat transfer Qlosses

Qlosses+Qhtf
is il-

lustrated in Figure 5.7. It has a maximum value of 2.18% at the start of the

simulations. It however immediately drops to almost 0% and then steadily in-

creases towards 0.5%. The higher value a the start of the charging process is
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Figure 5.7: Ratio of losses to the environment to the total heat transfer from the

PCM and the ambient air.

due to the low mass flow rate during the first 10 seconds. From the calculated

ratio it is clear that the heat gains from the environment are very low and can

be neglected. The heat losses will have no effect on the HTF outlet temperature.

HTF flow distribution

An even distribution of the mass flow over the channels is assumed in the simula-

tions. This is however probably not the case in reality. The flow enters through

a pipe and is distributed over the first collector. The mass flow rate in the mid-

dle HTF channel of the first profile would normally be higher than in the other

channels. As a consequence of the bending flow in the subsequent collectors,

an uneven flow distribution should also be observed in the downstream profiles.

The outlet temperature of the channels with a higher mass flow rate is lower

since it has less time to heat up. The opposite holds true for lower mass flow

rates. Mixing then occurs in the collector bends.

An uneven mass flow distribution was incorporated in the model. This distri-

bution is that 25% of the mass flows through the two central HTF channels,

10% through the outermost channels and 15% through the remaining two. The

resulting HTF outlet temperature of the channels with the highest mass flow

rate is 0.85 °C lower than for the lowest mass flow rate at the beginning of the
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charging process. This was expected due to the shorter time that the mass gets

to heat up. The difference between an uneven and even flow distribution after

mixing in the collector is however only 0.007 °C. The mixing temperature is thus

independent of the flow distribution. This is due to the difference in mass en-

tering the collectors from the channels. More low temperature HTF mixes with

less high temperature HTF. This cancels the difference in outlet temperature

between the channels. The flow distribution has an insignificant effect on the

final outlet temperature.

A model validation was performed by comparison with experimental data [50]

in this section. In a first step, three simulations with different HTF inlet tem-

perature and mass flow rates were made. It was concluded that the actual

experimental values of temperature and mass flow rates offers a better corre-

spondence between simulations and experiments (Figure 5.2, 5.3 and 5.4). The

same temperature trend is observed, but it is less pronounced in the simulations.

Several model improvement possibilities were then investigated. These were the

influence of sensitive heat of the aluminium profiles, the 15% excluded PCM

mass, the heat losses to the environment and the flow distribution in the HTF

channels. From this investigation it is concluded that only the aluminium sensi-

ble heat could have an influence on the simulated outlet temperature. It is not

negligible during the early stages of charging (Figure 5.6). Including this alu-

minium mass in the model should result in a better resembles of the experimental

measurements.

5.3 PCM temperatures

5.3.1 Model validation

The numerical results of the PCM temperatures are compared with the experi-

mental data [50]. The enthalpy model calculates the temperatures of the PCM

in the entire channel which makes it possible to, amongst other, determine the

exact position of the phase change front. Only one experimental PCM tem-

perature per PCM channels is however available. As described in Chapter 3,

a thermowell is placed in the middle of the central channel of each profile to
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perform this measurement. The temperature at the centre of the channel is thus

obtained.

The phase change front propagates from the walls to the centre during the charg-

ing process. The maximum temperature of the PCM channels is thus centrally

located at the thermowell. Only half of the PCM channel is used in the enthalpy

model. The simulated maximum temperature is thus located in the CVs at the

end of the grid in the direction perpendicular to the HTF flow. Two other tem-

peratures temperatures are compared with the experiments. The temperature

located in the CV adjacent to the HTF, which is the minimum temperature of the

PCM. The third temperature is taken in between this minimum and maximum.

The location of these temperatures are illustrated in Figure 5.8.

HTF flow

Tmin

Tint

Tmax

y
x

Figure 5.8: PCM temperatures of one profile on three different locations.

The numerically obtained maximum temperature should correspond with the

experimental measurement, which is done at the centre of each profile. The max-

imum, minimum and intermediate temperatures of the first profile are compared

with the corresponding experimental data in Figure 5.9. It can be seen that the

maximum temperature does not correspond with the experimental results. This

was not expected. The solidification starts later and has a longer duration. The

intermediate temperature is a better approximation of the experiments.

A reason for the difference between simulation and experiments can be appointed

to the measuring method. Aluminium thermowells are used in the experiments.

Their thermal conductivity has an order of magnitude 103 larger than the one of

the PCM. The thermowells will thus act as fins and influence the solidification
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Figure 5.9: Comparison of the numerical PCM temperatures at three locations in

the first profile with the experimental PCM temperature.

front. It can be expected that a solid PCM layer will form on these fins before

the surrounding PCM is solidified. An approximation of this phenomenon is

sketched in the cross-section in Figure 5.10a. The PCM mass adjacent to the

HTF starts to solidify. The upper and lower parts of the aluminium profile will

have a lower temperature than the neighbouring PCM mass, due to their higher

thermal conductivity. A solid layer will build up on these extremities. The same

process then occurs for the PCM at the thermowell surface. Placing thermowells

in the PCM channels thus influences the charging process. As a result, the TC

does not measure the maximum temperature in the PCM channel.

The assumed phase change front in the enthalpy model is sketched in Figure

5.10b. The thermowell is not included in the model. The effects of the upper and

lower parts of the profile are also not included. This results in a one-dimensional

phase change front propagation. The temperature will thus be lower near the

HTF wall where the PCM is already solid. The maximum PCM temperature

will then be located in the last CV in the direction perpendicular to the HTF

flow (Figure 5.8).

It is thus not unnatural that the simulated maximum temperature does not

correspond with the measured temperature. The influence of the thermowell
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Figure 5.10: Schematic of the phase change front with and without thermowell.

on the phase change front is the reason for this. The thermowell measures the

temperature of a PCM layer located closer to the HTF. This explains why the

intermediate temperature (Figure 5.8) more closely approaches the experiments.

The solidification however still starts later and needs more time to be completed.

This suggests that the measured temperature is located close to the HTF and

the thermowell has a large influence on the acquired data. This faulty measure-

ment could also mean that the thermal battery is not completely frozen, since

the maximum temperature is not measured and partly explain the difference in

solidification time.

It can thus be concluded that a good comparison is difficult because of two

reasons. The PCM temperature is only measured at one location, while the

enthalpy model calculates the entire temperature field in the channel. The second

reason is that the thermowell used in the experiments affects the phase change

front. A local temperature is measured which is not a good representation of the

surrounding PCM. The HTF outlet temperature is a better validation parameter

as explained in Section 5.2.1.
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5.3.2 Phase change process

The numerically calculated PCM temperature field enables us to analyse the

phase change process occurring in the thermal battery. The temperatures in

the middle of a profile will first be analysed more closely. The location of the

corresponding CVs are showed in Figure 5.8. This will result in a maximum, a

minimum and an intermediate PCM temperature. The evolution of these three

temperatures in one profile are illustrated in Figure 5.11.
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Figure 5.11: PCM temperatures of one profile on three different locations perpen-

dicular to the HTF flow direction.

First it can be seen that the different PCM layers are at different temperatures

and from their values it can be concluded in which state they are and for how

long. The first layer almost immediately becomes solid and its temperature

drops below the solidus temperature of 5 °C. The other two layers stay liquid

for a longer period. This is as expected since the phase change front propagates

away from the first layer (Figure 5.10b). The mushy zone is entered when a

temperature of 6 °C is reached. This is the upper value of the solidification

range. The intermediate and last layer are in the mushy state for one and

eight minutes, respectively. Although the intermediate CV is located right in

between the first and last one, the times needed to complete the solidification are

not linearly proportional. Two mechanisms results in this non-proportionality.
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First, the conductive thermal resistance of the solid PCM layer increases with

time. Secondly, sensible energy is stored in the solid, when it is cooled below

the solidus temperature. Energy is thus stored as sensible energy rather than

latent heat in front of the phase change front. The solidification is completed

after thirteen minutes.

The temperature continues to decrease after solidification. Only sensible energy

is stored from now on. Sensible energy has a lower energy density compared to

latent energy. This results in the faster temperature decrease, observed in Figure

5.11. The temperatures of the three layers converges towards the same value of

-10.9 °C, which is close to the inlet temperature of the HTF and the battery

cannot be cooled further. Continued cooling after solidification is however not

necessary in practice, since the sensible heat contributes little to the total the

total energy storage.

It was discussed in Section 5.1 that there is a difference in temperature evolu-

tion between the four profiles due to the heating of the HTF. The numerically

calculated temperatures of the four profiles are compared with each other. The

minimum and intermediate temperatures (Figure 5.8) are approximately the

same in the four different profiles. The maximum temperatures deviates the

most from each other and are plotted in Figure 5.12. It can be seen that the so-

lidification starts at the same moment, which is not the case in the experiments.

The completions do not occur simultaneously. The complete solidification of the

last channels is however only achieved 30 seconds after the first one. This delay

is larger in the experiments. This small difference in solidification time indicates

that the phase change front propagates in one direction throughout the thermal

battery. The HTF temperature difference calculated by the model is lower than

the difference measured experimentally. Therefore, the PCM is solidified more

homogeneously in the calculations. This phenomenon is explained in Section

5.2.2.

Two main conclusions can be drawn from this section. It was first discussed

that an extensive comparison with the experimental data is difficult since the

presence of the thermowell influences the phase change front propagation. This

affects the temperature measurement that is done at one location in the PCM
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Figure 5.12: Maximum PCM temperatures of the four profiles.

channel. Secondly, the solidification occurs homogeneously throughout the ther-

mal battery in the numerical calculations. This is appointed to the fact that the

aluminium mass of the profiles is not included in the model. The sensible heat

cannot be ignored in the beginning of the charging process as discussed in Section

5.2.2. Including this extra sensible heat should result in a higher temperature

decrease of the HTF at the beginning of the charging process. The temperature

gradient between the HTF and the PCM would be lower in the downstream

profiles. The accompanied decrease in heat transfer rate would result in a longer

charging process for the downstream channels, which offers better resembles with

the experimental results.

5.4 Metal foam enhanced PCM

One of the conclusions of the literature survey and the sensitivity analysis done in

Section 4.2.2 and 4.3.6 is that increasing the thermal conductivity of the PCM

has a significant positive effect on the solidification time. A higher thermal

conductivity increases the effectivity of the heat exchanger. Metal foam can be

used as a thermal conductivity enhancer, due to its high thermal conductivity.

Introducing an extra material in the PCM channel however decreases the PCM

mass per volume. Metal foam has a high porosity and will thus have a low effect
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on the PCM mass per volume. Metal foam is thus considered a valid thermal

conductivity enhancer. Aluminium open cell metal foam produced by Alhedron

with a porosity of 93% is used.

The metal foam enhanced PCM is modelled using a one-temperature model [43].

The metal foam and PCM in each CV are considered as a homogeneous material

with the same temperature. To be able to do this an effective conductivity

needs to be calculated. Several correlations are discussed in Section 2.2.4. The

correlation of Boomsma and Poulikakos [45] is used. This results in an effective

thermal conductivity of 4.18 W/mK. The used parameters of foam and PCM

are found in Table 5.3.

Table 5.3: Parameters used to calculate the effective thermal conductivity of PCM

and metal foam with the correlation of Boomsma and Poulikakos [45].

Property Symbol Metal foam PCM

Thermal conductivity [W/mK] k 205 0.2

Porosity [-] γ 0.93 -

As a first step, a numerical comparison of the solidification time with and without

metal foam is done. A fixed mass flow rate and HTF inlet temperature are used

in the simulations. The PCM temperatures with and without foam are plotted

in Figure 5.13a and 5.13b, respectively. It can be seen that the solidification time

of the metal foam enhanced PCM is two minutes. The thermal battery without

foam needs twelve minutes to freeze. Introducing the metal foam decreases

the solidification time by a factor six. This was expected since the thermal

conductivity is 4.18 W/mK instead of 0.2 W/mK and the conductive resistance

of the solid PCM is the dominant heat transfer resistance during most of the

phase change.

The increased thermal conductivity also has an influence on the temperature

evolution throughout the PCM, as seen in Figure 5.13a. The solidification tem-

perature of 6 °C is reached more rapidly and almost simultaneously for all the

PCM CVs. The solid layer then grows with an approximately constant propa-

gation rate during the solidification process. This is not the case for the thermal

battery without metal foam, as explained in Section 5.3. It is also clear that the
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(b) PCM without metal foam.

Figure 5.13: Numerical comparison PCM temperatures with and without metal

foam.

temperature differences within the metal foam enhanced PCM are smaller. The

sensible energy storage in the solid PCM also occurs faster. It is clear that the

thermal conductivity has a significant effect on the solidification process and the

temperatures.

The simulations are compared with the experimental results, as was done for

the PCM without metal foam in Section 5.2.1 and 5.3.1. The calculated HTF

outlet temperatures are compared with the experimental temperatures in Figure

5.14. Approximately the same trend is observed. There is a temperature peak at

the beginning of the charging process because of the higher PCM temperatures.



68 CHAPTER 5. MODEL COMPARISON AND VALIDATION

This peak however occurs earlier and is smaller for the simulations. The delay is

appointed to the fact that there is a lag in measurements, there is chilled HTF

in the returning hose and that the pump does not immediately operates at full

capacity (Section 5.1). The smaller peak values are due to the exclusion of the

aluminium mass in the enthalpy model. Its sensitive energy cannot be neglected

during the early stages of charging. This phenomenon was explained in Section

5.2.2 for the results without foam.

-14

-12

-10

-8

-6

-4

-2

0

2

00:00.0 01:26.4 02:52.8 04:19.2 05:45.6 07:12.0 08:38.4

Te
m

pe
ra

tu
re

 (°
C)

Time (min:s)

Tin (experimental) Tout (experimental) Tout (Numerical)

Figure 5.14: Comparison of numerical HTF outlet temperature for a metal foam

enhanced PCM with experimental results.

The HTF temperature then gradually decreases as the PCM is cooled down. A

plateau is present in the numerical calculations. This is because the difference

between the minimum and maximum PCM temperature is small (Figure 5.13a).

This is probably not the case in the experiments. From a certain point, the

numerical results quickly approaches the inlet temperature. This is because the

PCM is completely solidified and only extra sensible heat is stored. This effect

is more pronounced in the metal foam enhanced PCM due to the higher effective

thermal conductivity. This trend is however not observed in the experimental

results (Figure 5.14). This indicates that the solidification process is completed

earlier in the numerical results. This was not the case for the PCM without

metal foam. A closer look needs to be taken at the temperatures in the PCM

with metal foam.
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Figure 5.15: Comparison of the numerical foam enhanced temperatures at three lo-

cations in the first profile with the experimental results.

The maximum, minimum and intermediate PCM temperatures are compared

with the experimental results. The actual mass flow rate and HTF inlet temper-

ature are used, since they have an effect on the phase change process, as discussed

in Section 5.2.1. The results for the first and fourth profile are illustrated in Fig-

ure 5.15. From Figure 5.15a, it can be concluded that the experimental PCM is

solidified more rapidly than in the numerical calculations. This is the same as

for the PCM without metal foam in Section 5.3.1. If the temperature profiles

of the fourth profile are analysed (Figure 5.15b), it can be seen that the sim-

ulated PCM achieves the mushy zone earlier. The aluminium is not modelled,

which results in an almost homogeneous phase change front propagation in the
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four profiles during the simulations (Section 5.3.2). This explains the delayed

initial temperature drop in the experiments. The solidification process at nearly

constant temperature is approximately equal. This could mean that using an

effective conductivity in a one-temperature model is a good representation of

reality, if the aluminium mass is included. The HTF temperature should be

closer to the experimental one and thus resulting a delayed charging process in

the downstream profiles. However, the data of the first channel will probably

not be fitted.

As explained in Section 5.3.1, the thermowell affects the phase change front in the

PCM channel (Figure 5.10a) and results in an uncertainty on the experiments.

This makes it hard to validate the models with the PCM temperatures. If a

second look is taken at the outlet temperature profiles in Figure 5.14, it is clear

that the metal foam enhanced PCM thermal battery is not represented correctly

by the numerical calculations. The aluminium mass of the profiles is for example

not included.

Another influence that is not incorporated is the thermal contact resistance be-

tween the HTF wall and the metal foam. The latter was placed in the PCM

channel without bonding method. The contact between wall and foam is thus

not perfect. This should result in a significant contact resistance, which lowers

the heat transfer between HTF and PCM. This extra thermal contact resistance

should also be included to have a better representation of the real charging pro-

cess. This influence could be incorporated by adding an extra thermal resistance

Rcontact in the calculation of the heat transfer rate between the HTF control vol-

umes and the first adjacent PCM control volume (Section 4.3.1). The new Qhtf

would then be calculated with following equation using the the PCM and HTF

temperatures Tpcm,1 and Thtf .

Qhtf =
Tpcm,1 − Thtf

Rconv +Rpcm +Rcontact

(5.5)

An extra contact resistance Rcontact is placed in series with the convective of the

HTF Rconv and the conductive resistance of the PCM Rpcm. The heat transfer

rate between HTF and PCM will thus decrease resulting in a slower charging



5.4. METAL FOAM ENHANCED PCM 71

process. This should be a better representation of the real charging process in

the thermal battery.

Validation and comparison of the one-temperature model used to simulate the

metal foam enhanced PCM leads to two proposed model improvements. The

aluminium mass of the profiles should be included since its sensible heat cannot

be neglected in the early stages of charging (Section 5.2.2). The contact resis-

tance between HTF wall and the metal foam should also incorporated by adding

an extra thermal resistance Rcontact.
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Chapter 6

Conclusions

The main subject of this master dissertation was to model the charging process

in a cold storage with metal foam enhanced phase change material. Two thermal

batteries [50] were modelled. One battery battery had metal foam placed inside

the PCM container and a second one had only a PCM.

In a first model, only the latent heat of the PCM was modelled (Section 4.2).

This was done by deriving a model similar to the Stefan problem [18]. The

heat transfer rate between the HTF and the PCM was calculated by using the

effectiveness-NTU model of heat exchangers (Appendix B). The charging process

is simplified in this model. Only the phase change process at a fixed temperature

is modelled. The main conclusion of this model is that the conduction in the

solid PCM is the dominant heat transfer mode . It was also concluded that its

dominance increases during the solidification due to the growing distance to the

phase change front (Figure 4.2).

A second model was then implemented which incorporates the sensible heat

and the solidification range of the PCM. This was done with the help of the

enthalpy model [26]. The liquid fraction update in the solidification range, which

is the most crucial part of the model was done with the method of Voller and

Swaminathan [32].

The results of the model were discussed by comparing them with experimental

data [50]. The battery without metal foam was first compared. It was concluded

the sensible heat of the aluminium profiles has a significant effect during the early

73
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stages of charging, especially before solidification (Section 5.2.2). Including this

aluminium sensible heat should offer a better resemblance with the experimental

results.

The metal foam enhanced PCM was simulated with a one-temperature model

[43]. A local thermal equilibrium is assumed between the PCM and the metal

foam. An effective thermal conductivity can then be calculated with the cor-

relation of Boomsma and Poulikakos [45]. This increased thermal conductivity

resulted in a decreased charging time from twelve to two minutes. The metal

foam enhanced PCM thus comes with an increased effectivity of the thermal

battery.

The experiments on the metal foam enhanced PCM however show a lower im-

provement than predicted by the model (Figure 5.15). The lower performance

can be attributed to the fact that the metal foam pieces were placed in the PCM

channels without the use of a bonding method. A thermal contact resistance

will thus be present between the container wall and the metal foam. This extra

thermal resistance should be included to have a better representation of the real

charging process.

Two main model improvements are proposed for future work. As a first, the

aluminium profiles should be included in the modelled geometry to incorporate

its sensitive heat. Secondly, the thermal contact resistance between the container

wall and the metal foam should be added for the metal foam enhanced PCM.
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[18] Jožef Stefan. Uber einige probleme der theorie der warmeletung. Sitzer.

Wien. Akad. Math. Naturw., 98:473–484, 1889.

[19] Yvan Dutil, Daniel R Rousse, Nizar Ben Salah, Stéphane Lassue, and Lau-
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Appendix A

Calculation of the convection

coefficient

The heat transfer fluid extracts energy from the PCM during the charging process

through convective heat transfer with the PCM container wall. First the type

of HTF flow occurring in the channel is determined by calculating the Reynolds

number Re. It is calculated by using following equation.

Re =
ρhtfvDh

µhtf
(A.1)

The density ρhtf and the dynamic viscosity µhtf of the HTF can be found in

appendix C. The speed v of the fluid in one channel is calculated using the mass

flow ṁ, the number of channels nhtf , the height hhtf and the width whtf of the

channel.

v =
ṁ

ρhtf hhtf whtf nhtf
(A.2)

The characteristic length Dh of the channels is determined by the heat exchang-

ing area A and the wetted perimeter P.

Dh =
4A

P
=

4hhtf whtf
2 (hhtf + whtf )

(A.3)

The mass flow rate of the cooling liquid is not constant with time. The maximum

mass flow rate is 1.037 kg/s. This leads to a maximum of the Reynolds number of
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1126 which indicates a laminar flow in the HTF channels for all mass flow rates.

The Nusselt number Nu is then calculated with the correlation of Gnielinski [51]

for a constant temperature (no influence of free convection).

Num,T = {Nu3
m,T,1 + 0.73 + [Num,T,2 − 0.7]3 +Nu3

m,T,3}1/3 (A.4a)

Num,T,1 = 3.66 (A.4b)

1.615 3
√
RePrDh/L (A.4c)

Num,T,3 =

(
2

1 + 22Pr

)1/6

(RePrDh/Lhtf )
1/2 (A.4d)

The Prandtl number Pr is a function of the dynamic viscosity µhtf , the specific

heat capacity chtf and thermal conductivity khtf .

Pr =
µhtf chtf
khtf

(A.5)

The convection coefficient hconv can then be calculated with the Nusselt number

Nu, the thermal conductivity of the HTF khtf and the characteristic length Dh

of the channel.

hconv =
Nukhtf
Dh

(A.6)

The thermo-physical properties of the HTF (Temper -30) are assumed inde-

pendent of temperature and thus constant. They are evaluated at -10 °C and

the values can be found in Table A.1. The geometrical dimensions of the HTF

channels are also found in Table A.1.

Table A.1: Thermo-physical properties of the HTF and dimensions of the channel

used to calculate the convection coefficient.

Property Symbol Value

Specific heat [kJ/kgK] chtf 3.04

Density liquid [kg/m3] ρhtf 1187

Dynamic viscosity [mPas] µhtf 6.14

Thermal conductivity [W/mK] khtf 0.45

Length channels [mm] L 806

Height channels [mm] hhtf 50

Width HTF channels [mm] whtf 8.3



Appendix B

Effectiveness-NTU method

The effectiveness-NTU method is used to calculate the heat transfer in heat

exchangers. A thermal battery can be modelled as a heat exchanger with the

PCM acting as a fixed heat source at its phase change temperature Tpcm. The

ratio of the actual heat transfer q to the maximum theoretical one qmax is called

the effectiveness ε of the heat exchanger. The transfer rates are assumed constant

in the heat exchanger. It is a performance parameter of the heat exchanger.

ε =
q

qmax
(B.1)

The maximum heat transfer rate qmax occurs for the maximum temperature

difference between the inlet and outlet of the thermal battery. This is the case

when the outlet temperature Tout is equal to the phase change temperature Tpcm.

qmax is calculated with following equation.

qmax =
ṁhtf

2
chtf (Tin − Tpcm) (B.2)

It is a function of the maximum temperature difference, the mass flow trough

one HTF channel ṁhtf and the specific heat capacity of the HTF. The factor

1/2 stems from the symmetry assumption explained in Section 4.1.

The effectiveness can also be calculated with the number of transfer units NTU

between the HTF and the phase change front. A simplified correlation can be

used when the ratio of heat capacity rates Cmax/Cmin is infinite. The heat
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capacity rates is the mass flow rate ṁ multiplied by the specific heat capacity c.

This results in following equation.

ε = 1− eNTU (B.3)

The NTU is determined by the mass flow rate ṁhtf , the specific heat capacity

and the total thermal resistance between the HTF and the phase change front.

This gives following equation which is time dependent due to the moving phase

change front.

NTU =
1

Rtot
ṁhtf

2
chtf

(B.4)

Under the assumption of a constant specific heat capacity, the effectiveness is

expressed with following equations.

ε =
Tin − Tout
Tin − Tpcm

(B.5)

This offers the possibility to calculate the outlet temperature Tout of the thermal

battery.



Appendix C

Datasheets

The technical specifications of the PCM (RT5HC by Rubitherm) and the HTF

(Temper -30 by Climalife) are listed hereunder.
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.

.

RT5HC
. RUBITHERM® RT is a pure PCM, this heat storage material utilising the processes 

of phase change between solid and liquid (melting and congealing) to store and 
release large quantities of thermal energy at nearly constant temperature.
The RUBITHERM® phase change materials (PCM’s) provide a very effective means 
for storing heat and cold, even when limited volumes and low differences in 
operating temperature are applicable.

We look forward to discussing your particular questions, needs and interests with 
you.

Rubitherm Technologies GmbH
Sperenberger Str. 5a 
D-12277 Berlin 
Tel:  +49 30 720004-62
Fax: +49 30 720004-99 
E-Mail: info@rubitherm.com
Internet: www.rubitherm.com 

The product information given is a non-
binding planning aid, subject to technical 
changes without notice. Version:

31.05.2016

0,88

0,2

250

6-5

5-6

Density solid

Heat conductivity (both phases)

Heat storage capacity ± 7,5%

Congealing area

Melting area

The most important data:

[°C]

[°C]

[kJ/kg]*

[W/(m·K)]

[kg/l]

[°C]

Properties: 
- high thermal energy storage capacity
- heat storage and release take place at relatively constant temperatures
- no supercooling effect, chemically inert
- long life product, with stable performance through the phase change cycles
- melting temperature range between  -4 °C and 100 °C

2Specific heat capacity [kJ/kg·K]

Combination of latent and sensible heat 
in a temperatur range of     °C to     °C.-2 13

main peak:6

5main peak:

Typical Values

0,76

115Flash point

Density liquid [kg/l]
-15

20

at       °C

at       °C

*Measured with 3-layer-calorimeter.

[Wh/kg]*70

Max. operation temperature [°C]30

13 [%]Volume expansion
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TEMPER® is a ready-to-use heat transfer fluid based on 
Potassium acetate and potassium formate in a water solution.  It 
is non-toxic and non-polluting and contains innovative corrosion 
inhibitors to protect the system. 
 
TEMPER®

 may be used as heat transfer fluid in both static and 
mobile installations. 
 
At low temperatures, it is an advantageous alternative to glycol 
mixtures in indirect systems (secondary circuits). 
 
It may be used in various applications for refrigeration, freezing, the 
food industry, large distribution (supermarkets), ice rinks, artificial 
snow slopes, pharmaceutical industry and shipping. 
 
It may also be used as a heat transfer fluid at higher temperature in         
air conditioning systems, heating pumps, solar or heat recovery          
installations. 

 
 
 
TEMPER® is a ready-to-use solution and should not 
be diluted. 
 

Colourless liquid (lightly yellowish), TEMPER® 
contains neither amines nor nitrates. 

 
Available in 5 versions (mixtures) where the description indicates the freezing point : 
 

TEMPER® –10 °C 
TEMPER® –20 °C 
TEMPER® –30 °C 

TEMPER® –40 °C 
TEMPER® –55 °C 

 
At its freezing point, TEMPER® becomes granular, 
but does not lead to an increase in volume. The 
effect of volume variation is therefore kept to a strict 
minimum. 
 
TEMPER® has increased thermal capacity and is 
characterised by excellent thermal conductivity in 
comparison with products with a propylene glycol 
base. 
 
The viscosity is lower than glycols, which is 
advantageous for pump and pipe sizing. The 

investment costs for the installation and running the 
system are therefore lower. 
 
TEMPER® has good biodegradable characteristics  
and is neither flammable or explosive. 
 
In sealed packaging and closed systems, 
TEMPER® is stable and, in principle, its shelf life is 
unlimited. 
 
The special additives present in TEMPER® ensure 
optimum corrosion protection and lubricating 
properties.

TEMPER® 

Non-contractual photo. 
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PHYSICAL PROPERTIES OF TEMPER®  
 
 

1.1. Main Specifications 
 

Specifications TEMPER® 
–10 

TEMPER® 
–20 

TEMPER® 
–30 

TEMPER® 
–40 

TEMPER® 
–55 

Appearance Lightly yellow liquid 

Boiling point (°C) 109 

pH at 20°C 8,5 ± 0,5 

Freezing point (°C) -10 -20 -30 -40 -55 

Density at 20°C (kg/dm3) 1.079–1.092 1.138–1.146 1.173–1.183 1.204–1.213 1.239–1.242 

Dynamic viscosity at 20°C 
(mPa.s) 1.45 1.80 2.10 2.71 2.96 

Kinematic viscosity at 20°C 
(mm2/s) 

1.33 1.58 1.79 2.24 2.39 

Mass heat at 20°C (kJ/(kg.K)) 3.57 3.31 3.12 3.01 2.88 

Thermal conductivity at 20°C 
(w/(m.K)) 

0.54 0.51 0.49 0.47 0.45 

 
 

1.2. Tables of Properties 
 

Volume mass (kg/m 3)  
 

TEMPER® -10 -20 -30 -40 -55 

Temperature (°C)  

- 55 
FROST ZONE 

1269 

- 50 1268 

- 40 
 

 1227 1266 

- 30 1192 1225 1262 

- 20  1151 1190 1222 1259 

- 10 1092 1149 1187 1218 1254 

0 1090 1147 1184 1215 1250 

10 1088 1145 1181 1211 1245 

20 1086 1142 1177 1207 1240 

30 1084 1139 1174 1203 1235 
* library data 
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Mass Heat (kJ/(kg.K)) 
 

TEMPER® -10 -20 -30 -40 -55 
Temperature (°C)  

- 55 
FROST ZONE 

2.64 
- 50 2.66 
- 40 

 
 2.83 2.71 

- 30 2.96 2.88 2.75 
- 20  3.20 3.00 2.92 2.78 
- 10 3.52 3.23 3.04 2.95 2.81 

0 3.54 3.26 3.08 2.98 2.84 
10 3.56 3.29 3.10 3.00 2.86 
20 3.58 3.32 3.12 3.01 2.88 
30 3.59 3.34 3.14 3.01 2.88 

* library data 
 

Kinematic Viscosity (cSt) 
 

TEMPER® -10 -20 -30 -40 -55 
Temperature (°C)  

- 55 
FROST ZONE 

290.47 
- 50 158.87 
- 40 

 
 41.99 54.47 

- 30 14.53 19.56 23.63 
- 20  7.05 8.49 10.37 12.75 
- 10 3.77 4.48 5.17 6.27 7.87 

0 2.57 2.97 3.34 4.20 5.18 
10 1.79 2.09 2.34 3.01 3.50 
20 1.33 1.58 1.79 2.24 2.39 
30 1.07 1.28 1.48 1.70 1.64 

* library data 
 

Dynamic Viscosity (mPa.s) 
 

TEMPER® -10 -20 -30 -40 -55 
Temperature (°C)  

- 55 
FROST ZONE 

368.63 
- 50 201.47 
- 40 

 
 51.53 68.94 

- 30 17.32 23.96 29.84 
- 20  8.11 10.10 12.67 16.05 
- 10 4.12 5.14 6.14 7.64 9.88 

0 2.80 3.41 3.96 5.1 6.48 
10 1.95 2.40 2.76 3.65 4.36 
20 1.45 1.80 2.10 2.71 2.96 
30 1.16 1.46 1.74 2.05 2.02 

* library data 
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Thermal Conductivity (W/(m.K)) 
 

TEMPER® -10 -20 -30 -40 -55 

Temperature (°C)  
- 55 

FROST ZONE 
0.38 

- 50 0.39 
- 40 

 
 0.40 0.39 

- 30 0.42 0.41 0.40 
- 20  0.45 0.44 0.42 0.41 
- 10 0.50 0.47 0.45 0.43 0.42 

0 0.51 0.48 0.46 0.44 0.43 
10 0.53 0.49 0.47 0.45 0.44 
20 0.54 0.51 0.49 0.47 0.45 
30 0.56 0.52 0.50 0.48 0.46 

* library data 
 
 

1.3. Corrosion protection of T EMPER®  
 
Galvanic corrosion arises because of differences of 
electric potential between metals in the circuit. The 
traditional heat transfer fluid corrosion inhibitors 
form a uniform mechanical film on the inside of all 

components which provides protection against 
corrosion (figure 1). 
 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Temper® contains special corrosion inhibitors 
which do not form a general protective film, but act 
only where there are differences in electrical 
potential. 
 
The molecules of the inhibitors are only deposited 
in the areas where there is a risk of corrosion, and 
form an extremely thin layer which makes 
practically no difference to the thermal transfer. 

For this reason the corrosion inhibitors of 
Temper®  do not tend to wear out. 
 
Once the corrosion risk is blocked and 
compensated, the molecules of the inhibitors are 
free in the Temper®  and can once again be 
deposited in other places where there is a 
difference in electricity potential (see figure 2). 

 

 
Figure 1 

 
Figure 2 
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2. RECOMMENDATIONS FOR USE AND APPLYING TEMPER® 
 
 
 

2.1. Cleaning the installation and application 
 
 
It is strongly recommended to clean the installation 
thoroughly before filling with Temper®. 
 
If there are deposits, and especially of metal 
oxides, we recommend cleaning with Dispersant D. 
 
It should be done in the following manner: 
 
- circulate water in the system for 1 to 2 hours, then 
drain the installation quickly and fully to the lowest 
point. 
 
- prepare and add "Dispersant D*" solution at 20 
g/litre of water in the installation 
 
- let the product circulate for at least 2 hours and 
then drain the installation quickly to the lowest 
point; 
 
- carefully and adequately rinse with water until it is 
clear and the pH is approximately 7 (± 0.5). 
 
- The system must then be dried quickly (by 
emptying or with nitrogen) and then filled from the 
lowest point. 
 
Depending on the state of the circuit, it may be 
necessary to clean several times. 
 
It is important to drain and carefully rinse with water 
after every time it has been cleaned. 
 
 
 
 
 
 

Please note: If there are deposits on the installation 
and it is seriously oxidised with scale, it is advisable 
to first treat the circulation with a solution of 
"Desoxydant P*" at approximately 100 g/l of water 
at 50°C for 2 hours. 
 
After it has been emptied, follow the treatment with 
"Dispersant D*" in the abovementioned manner. 
 
In principle, a current installation containing other 
heat transfer fluids may be switched to Temper® . 
 
One generally achieves a net power increase, 
thanks to the improved properties of the Temper® 
thermal transfer. 
 
Before changing to Temper® , it is essential to 
check the compatibility of the pumps, valves, 
materials and accessories of the installation and 
change where necessary. 
 
The system must then be treated with a cleaning 
product strong enough to eliminate the old 
corrosion inhibitors and then flushed with neutral 
pH distilled water. 
 
The sieves and filters (recommended mesh 0.6-0.8 
mm) must be cleaned/replaced. 
 
Temper®  may then be put into the installation to be 
used again. 
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2.2. Principles of use 
 
 
 
Temper®  should only be used in sealed systems 
under pressure. 
 
If it is used in an open system, evaporation will lead 
to a change of the composition/concentration of 
Temper®, which will lead to the solution thickening, 
as well as crystallisation and oxidisation of metal 
parts. 
 
An air purger system must be installed in the 
system. 
 
Materials / Valves   
 
Commonly used materials, such as copper, brass, 
stainless steel, cast iron and plastic materials, 
(ABS, PE) approved for the planned temperatures, 
may be used with Temper® . 
 
It must not be used with galvanised steel, zinc 
or metal with soft solder. 
 
Filters 
 
Use filters with mesh of 0.6 to 0.8 mm for optimum 
filtration. 
 
Pumps 
 
Inform the pump manufacturer that you have 
chosen Temper®  as the heat transfer fluid. 
Choose the approved materials for the seals and 
pump housing. 
 
If there is a leak of Temper®  on the seals, it is 
essential to clean the surfaces on which the 
Temper®  has been spilt with water as quickly as 
possible and to remove all traces of it. 
 
It is possible to use pumps without seals. 
 

 
Seal materials /gaskets 
 
On flange connections, it is advisable to use EPDM 
rubber that can withstand the temperatures of the 
application. 
 
On traditional threaded connections, it is possible to 
use a paste called Uni-Pack or Locher type.  Please 
ask your supplier for more details. 
 
 
Fibre joints or gaskets, hemp joints, Teflon and 
Viton may not be used with Temper® . 
 
 
 
 
Isolation 
 
It is advisable not to insulate flanges and 
connections to be able to control possible leaks 
linked to metal expansion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

* The data stated in paragraph 1 of this document are merely indicative and do not constitute a sales specification. 
 



Appendix D

Python code

This appendix contains the Python code of the implemented models. These

include the effectiveness-NTU and enthalpy approach of the phase change process

occurring in the thermal battery.

D.1 Effectiveness-NTU model
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# -*- coding: utf-8 -*-
"""
modelling of thermal battery with effectiveness-NTU method

@author: André Paulsen
"""
from math import exp
from scipy.integrate import ode
'''Thermo-physical and geometrical properties'''
pcm = {'cp': 2000.,
       'k': 0.2,
       'rho_solid': 880.,
       'rho_liquid': 760.,
       'T_in': 5.5,
       'latent_heat': 220.0*1000}
htf = {'cp': 3040.,
       'k': 0.45,
       'rho_liquid': 1187.,
       'mhu': 6.14/1000,
       'T_in': -13}
channel = {'h': 50.0/1000,
           'w_pcm': 10.0/1000,
           'w_htf': 8.3/1000,
           'L': 806.0/1000,
           'num_htf': 6,
           'm': 1.3,
           'num_part': 1,
           'num_profiles': 4}
channel['A_total'] = channel['h'] * channel['L']
channel['A'] = channel['h'] * channel['L'] / channel['num_part']
# calculation Re, Pr, Nu (ON 1 FULL CHANNEL)

def u(m, rho, h, w, num):
    return m / (rho * h * w * num)

u = u(channel['m'], htf['rho_liquid'], channel['h'], channel['w_htf'],
      channel['num_htf'])
D_h = 4 * channel['h'] * channel['w_htf'] / (2 * channel['h'])
Re = htf['rho_liquid'] * u * D_h / htf['mhu']
Pr = htf['mhu'] * htf['cp'] / htf['k']

def Nu_lam_T(Re, Pr, d, L):
    Nu1 = 3.66
    Nu2 = 1.615 * (Re * Pr * d/L)**(1/3)
    Nu3 = (2 / (1 + 22*Pr))**(1/6) * (Re * Pr * d/L)**(1/2)
    return (Nu1**3 + 0.7**3 + (Nu2 - 0.7)**3 + Nu3**3)**(1/3)



def Nu_lam_Q(Re, Pr, d, L):
    Nu1 = 4.354
    Nu2 = 1.953 * (Re * Pr * d/L)**(1/3)
    Nu3 = 0.924 * (Pr)**(1/3) * (Re * d/L)**(1/2)
    return (Nu1**3 + 0.6**3 + (Nu2 - 0.6)**3 + Nu3**3)**(1/3)

def h_lam(Nu, k, d):
    return Nu * k / d

Nu_lam = Nu_lam_T(Re, Pr, D_h, channel['L'])
h_lami = Nu_lam * htf['k'] / D_h

m_channel = channel['m']/channel['num_htf']  # mass flow per channel
m_symm = m_channel/2  # to apply symmetry assumption

def R_tot(h, d):
    '''Definition total thermal resistance'''
    return d / (pcm['k'] * channel['A']) + 1 / (h * channel['A'])

def ntu(R, m, cp):
    '''Definition NTU'''
    return 1/(R * m * cp)

def eff(ntu):
    '''Definition effectiveness with infinite c_p,pcm'''
    return 1 - exp(-ntu)

def Tout(Tin, eff):
    '''Definition outlet temperature HTF'''
    return Tin - eff * (Tin - pcm['T_in'])

'''Calculation of dpcm, Q and Tout with constant time step with ODE solver'''

def dd_dt(t, d):
    R = R_tot(h_lami, d)
    NTU = ntu(R, m_symm, htf['cp'])
    effectiveness = eff(NTU)
    Q_max = m_symm * htf['cp'] * (pcm['T_in'] - Tin)
    Q = effectiveness * Q_max
    return Q / (pcm['latent_heat'] * pcm['rho_liquid'] * channel['A'])



d = ode(dd_dt).set_integrator('vode', method='bdf')

steps_max = 10000  # maximum number of steps
for j in range(0, channel['num_profiles']):
    '''calculate the 4 different profiles'''
    for i in range(0, channel['num_part']):
        '''calculate d_pcm and Tout for 1 part of channel untill completelly
        frozen then move on to next part untill end of the channel'''
        t0, d0, dt = 0., 0., .1
        d.set_initial_value([d0], t0)
        t, d_pcm = [], []
        T_out = []  # values are resetted
        t.append(t0), d_pcm.append(d0)
        k = 1  # reset time counter
        if i == 0 and j == 0:
            '''calculation of first part channel '''
            Tin = htf['T_in']
            T_out.append(Tout(
                    Tin, eff(ntu(R_tot(h_lami, d0), m_symm, htf['cp']))))
            while d.successful() and d_pcm[k-1] <= channel['w_pcm']/2 \
                    and k < steps_max:
                d.integrate(d.t+dt)
                t.append(d.t)
                d_pcm.append(d.y[0])
                T_out.append(Tout(Tin, eff(
                        ntu(R_tot(h_lami, d_pcm[k]), m_symm, htf['cp']))))
                k += 1

            Tin_next = []
            for T in T_out:
                Tin_next.append(T)
        else:
            '''calculation of all the other parts of the channel'''
            Tin = Tin_next[0]
            T_out.append(
                    Tout(Tin, eff(ntu(R_tot(h_lami, d0), m_symm, htf['cp']))))
            while d.successful() and d_pcm[k-1] <= channel['w_pcm']/2 \
                    and k < steps_max:
                if k < len(Tin_next):
                    Tin = Tin_next[k]
                else:
                    Tin = Tin_next[-1]
                d.integrate(d.t+dt)
                t.append(d.t)
                d_pcm.append(d.y[0])
                T_out.append(Tout(Tin, eff(
                        ntu(R_tot(h_lami, d_pcm[k]), m_symm, htf['cp']))))
                k += 1



            Tin_next = []
            for T in T_out:
                Tin_next.append(T)

        if j == channel['num_profiles'] - 1:
            T_out2 = []
            ii = 0
            for T in T_out:
                if (ii * dt) % 5 == 0:
                    T_out2.append(T_out[ii])
                ii += 1

'''calculation freezing time and final T_out'''
t_freezing_s = max(t)
t_freezing_min = t_freezing_s / 60
T_final = T_out[-1]
R_conv = R_tot(h_lami, 0)
R_pcm = []
iii = 0
for d in d_pcm:
    if (iii * dt) % 5 == 0:
        R_pcm.append(R_tot(h_lami, d_pcm[iii]))
    iii += 1
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D.2 Enthalpy model



#!/usr/bin/env python3
# -*- coding: utf-8 -*-
"""
modelling of thermal battery with enthalpy method

@author: André Paulsen
"""
import numpy as np
import math

with open('T_in_temper_foam_70.csv', encoding='utf_8') as T_in:
    #  reader = csv.reader(Tin)
    T_temper = []
    for row in T_in:
        T_temper.append(float(row))

with open('massflow_foam.csv', encoding='utf_8') as m_in:
    #  reader = csv.reader(Tin)
    m_tot = []
    for row in m_in:
        m_tot.append(float(row))

'''THERMO-PHYSICAL AND GEOMETRICAL PROPERTIES'''
pcm = {'cp': 2000.,  # both phases
       'k': 4.18,  # both phases, boomsma (4.18)
       'rho_s': 880.,
       'rho_l': 760.,
       'rho_m': (880 + 760)/2,  # 'both' phases
       'latent_heat': 220*1000,  # 250-15*2 (sensible weg), J/kg
       'T_s': 5. + 273.15,  # K
       'T_l': 6. + 273.15,
       'T_initial': 22.87 + 273.15,  # foam: 22.87
       'f_initial': 1
       }
htf = {'cp': 3040.,
       'k': 0.45,
       'rho_l': 1187.,
       'mu': 6.14/1000,  # all at -10°C
       'T_in': 273.15 - 13
       }
channel = {'h': 50./1000,
           'w_pcm': 10./1000,
           'w_htf': 8.3/1000,
           'w_alu': 2./1000,
           'L': 806.0/1000,
           'k_alu': 205.,
           'num_htf': 6,  # number of HTF channels
           'm': 1.037,  # mass flow all channels
           'time_step': .5,  # dt in seconds
           'num_cv': 10,  # number of CV in axial direction



           'num_cv_pcm': 50,  # number of CV PCM
           'num_profiles': 4  # number of profiles
           }
channel['A_tot'] = channel['h'] * channel['L']  # surface 1 complete channel
channel['A'] = channel['A_tot'] / channel['num_cv']  # surface 1 control volume
channel['A_flow'] = channel['h'] * channel['w_htf']
channel['v'] = channel['m'] / (htf['rho_l'] * channel['A_flow']) \
                / channel['num_htf']
channel['m_symm'] = channel['m'] / channel['num_htf'] / 2
channel['m_htf'] = channel['m'] / channel['num_htf']
htf['Pr'] = htf['cp'] * htf['mu'] / htf['k']
channel['D_h'] = 2 * channel['w_htf'] * channel['h'] /\
                (channel['w_htf'] + channel['h'])
htf['Re'] = htf['rho_l'] * channel['v'] * channel['D_h'] / htf['mu']

'''FUNCTIONS'''

def F(T):
    '''linear function of liquid fraction f(T)
        , with under- and overshoot'''
    if T < pcm['T_s']:
        return 0
    elif T > pcm['T_l']:
        return 1
    else:
        return (T-pcm['T_s']) / (pcm['T_l']-pcm['T_s'])

def dF_dT(T):
    '''derivative of liquid fraction function'''
    if T < pcm['T_s']:
        return 0
    elif T > pcm['T_l']:
        return 0
    else:
        return 1 / (pcm['T_l']-pcm['T_s'])

def dF_dT_f(f):
    '''derivative liquid fraction function evaluated for f'''
    if f <= 0:
        return 0
    elif f >= 1:
        return 0
    else:
        return 1 / (pcm['T_l']-pcm['T_s'])

def F_inv(f):



    '''inverse function of liquid fraction'''
    if f < 0:
        return pcm['T_s']
    elif f > 1:
        return pcm['T_l']
    else:
        return f * (pcm['T_l']-pcm['T_s']) + pcm['T_s']

def dH(T):
    '''difference solid and liquid enthalpies (H_l - H_s)
        now constant because of constant thermo-physical properties'''
    return pcm['rho_l'] * pcm['latent_heat']

def S_p(T_m, f_m, Vp):
    '''linear term source term (S = S_p*T + S_c)
       dF_dT is evaluated at iteration level m
       dx is volume associated with the control volume'''
    dF = dF_dT_f(f_m)
    return -dH(T_m) * dF * Vp

def S_c(f_old, f_m, T_m, V_p):
    '''constant term source term (S = S_p*T + S_c)
       dF_dT and F_inv are evaluated at iteration level m
       T_m alleen maar nodig voor dH, maar toch constant nu'''
    dH_p = dH(T_m)
    dF = dF_dT_f(f_m)
    return ((dH_p * (f_old - f_m) * V_p) +
            (dH_p * dF * F_inv(f_m) * V_p)
            )

def Nu_lam_T(Re, Pr, d, L):
    Nu1 = 3.66
    Nu2 = 1.615 * (Re * Pr * d/L)**(1/3)
    Nu3 = (2 / (1 + 22*Pr))**(1/6) * (Re * Pr * d/L)**(1/2)
    return (Nu1**3 + 0.7**3 + (Nu2 - 0.7)**3 + Nu3**3)**(1/3)

def h_lam(Nu, k, d):
    return Nu * k / d

def a_nb():
    '''discretisation coefficient of neighbour point T_nb'''
    return (pcm['k'] * dy * channel['h']) / dx



def b_p(rho):
    '''discretisation coefficient of old value PCM: T^old'''
    return rho * pcm['cp'] * dx * dy * channel['h'] / dt

def a_p(rho):
    '''discretisation coefficient of node point T_p'''
    return 2 * a_nb() + b_p(rho)

def b_phtf():
    V_htf = channel['w_htf']/2 * channel['h'] * dy
    return V_htf * htf['rho_l'] * htf['cp'] / dt

def a_nbhtf():
    return channel['m_htf']/2 * htf['cp']

def a_nbpcm():
    '''discretisation coefficient first PCM CV neighbour
        Q = (T_pcm - T_htf)/(R_pcm + R_conv +(R_alu))'''
    A_R = dy * channel['h']
    R_pcm = dx/(2 * pcm['k'] * A_R)
    R_conv = 1/(h_conv * A_R)
    R_alu = 0
    # R_alu = channel['w_alu']/(channel['k_alu'] * A_R)
    return (R_pcm + R_conv + R_alu) ** (-1)

def a_phtf():
    return b_phtf() + a_nbhtf() + a_nbpcm()

def a_p1(rho):
    return b_p(rho) + a_nb() + a_nbpcm()

def TDMAsolver(a, b, c, d):
    '''method to solve tridiagonal system of equations'''
    # b: diag, a: upper diag, c: lower diag, d: right hand side
    nf = len(d)  # number of equations
    ac, bc, cc, dc = map(np.array, (a, b, c, d))  # copy arrays
    for it in range(1, nf):
        mc = ac[it-1]/bc[it-1]
        bc[it] = bc[it] - mc*cc[it-1]
        dc[it] = dc[it] - mc*dc[it-1]

    xc = bc
    xc[-1] = dc[-1]/bc[-1]



    for il in range(nf-2, -1, -1):
        xc[il] = (dc[il]-cc[il]*xc[il+1])/bc[il]

    return xc

'''START OF CALCULATIONS'''
'''time and space steps'''
n = channel['num_cv_pcm'] + 1  # extra CV of T_htf
o = channel['num_cv'] * channel['num_profiles']
dx = (channel['w_pcm']/2) / (channel['num_cv_pcm'])
dy = channel['L'] / channel['num_cv']
dt = channel['time_step']
Vp = dx * dy * channel['h'] / dt
t = 0  # start time steps HIER NU AANGEPAST
tt = 1500
Vpcm = dx * dy * channel['h']
Vhtf = channel['w_htf']/2 * dy * channel['h']

'''Setting the initial values and boudary conditions'''
T_old_prov = np.ones((n, o)) * pcm['T_initial']
T_old_prov[0] = T_temper[0]  # HTF temperature all at -15°C
T_old = T_old_prov.transpose()
f_old = pcm['f_initial'] * np.ones((o, n))  # completely liquid
f_old[0] = 1  # HTF completely liquid all the time

'''Storing matrices: spatial'''
T_store = np.zeros((o, n))
f_store = np.zeros((o, n))
phase = np.zeros((o, n))

'''Temperature of sensor'''
middle = math.floor(channel['num_cv']/2)
middle_pcm = math.floor(channel['num_cv_pcm']/2)

T_out2 = [T_temper[0] - 273.15]
T_1min = [pcm['T_initial'] - 273.15]
T_1_1op4 = [pcm['T_initial'] - 273.15]
T_1mid = [pcm['T_initial'] - 273.15]
T_1_3op4 = [pcm['T_initial'] - 273.15]
T_1max = [pcm['T_initial'] - 273.15]
T_2min = [pcm['T_initial'] - 273.15]
T_2mid = [pcm['T_initial'] - 273.15]
T_2max = [pcm['T_initial'] - 273.15]
T_3min = [pcm['T_initial'] - 273.15]
T_3mid = [pcm['T_initial'] - 273.15]
T_3max = [pcm['T_initial'] - 273.15]
T_4min = [pcm['T_initial'] - 273.15]
T_4mid = [pcm['T_initial'] - 273.15]



T_4max = [pcm['T_initial'] - 273.15]
T_out = [T_temper[0] - 273.15]  # temperature for returning temper
T_incheck = []
m_incheck = []
h_convcheck = []

'''start time loop'''
frozen = 1
state = 10
# while frozen > 0:
# while state > 1:
for t in range(0, int(tt/channel['time_step'])):
    dHhtfdt = 0
    dHpcmdt = 0
    dHtotdt = 0
    if (t*channel['time_step']) % 5 == 0 and (t * channel['time_step']) / 5\
            < len(m_tot):
        channel['m'] = m_tot[int(t*channel['time_step']/5)]
        channel['v'] = channel['m'] / (htf['rho_l'] * channel['A_flow']) \
            / channel['num_htf']
        channel['m_symm'] = channel['m'] / channel['num_htf'] / 2
        channel['m_htf'] = channel['m'] / channel['num_htf']
        htf['Re'] = htf['rho_l'] * channel['v'] * channel['D_h'] / htf['mu']
        '''calculation convection coefficient'''
        Nu = Nu_lam_T(htf['Re'], htf['Pr'], channel['D_h'], channel['L'])
        h_conv = h_lam(Nu, htf['k'], channel['D_h'])  # def voor direct in fct
    m_incheck.append(channel['m_htf'])
    h_convcheck.append(h_conv)

    '''start y-direction loop'''
    for j in range(0, o):
        error_f = 100
        error_f_rel = 100
        error_T = 100
        error_T_rel = 100
        i = 0  # number of iterations per time step (i <= m+1)

        '''temperature of upstream HTF CV (T_htf_i-1)'''
        if j == 0:
            if (t*channel['time_step']) % 5 == 0:
                if (t * channel['time_step']) / 5 < len(T_temper):
                    Tin = T_temper[int(t*channel['time_step']/5)]
                else:
                    Tin = T_temper[-1]
            T_htf_prev = Tin
            T_incheck.append(T_htf_prev)
        else:
            T_htf_prev = T_old[j-1][0]  # eerste kolom, j-1 rij

        '''start x-direction loop'''



        while error_f > 10 ** (-4) or error_T_rel > 10 ** (-4):

            dF = np.zeros(n)
            Sp = np.zeros(n)
            Sc = np.zeros(n)

            if i == 0:  # iteration level 0 (start iteration)
                '''FIRST STEP: start by setting f0 = fold'''
                f_m = f_old[j]
                T_m = T_old[j]  # only to calculate dF/dT, Sp and Sc
            else:
                T_m = T_m1
                f_m = f_m1
            '''SECOND STEP: solving system of equations'''
            ''' calculate dF/dT, Sp and Sc (evaluated at previous time step'''

            for k in range(1, n):
                dF[k] = dF_dT_f(f_m[k])
                Sp[k] = S_p(T_m[k], f_m[k], Vp)
                Sc[k] = S_c(f_old[j][k], f_m[k], T_m[k], Vp)

            '''construction of matrices: a, b, c and d'''
            '''left hand side'''
            # diagonal: ap constant, Sp not constant
            ap = np.ones(n) * a_p(pcm['rho_m'])
            ap[0] = a_phtf()
            ap[1] = a_p1(pcm['rho_m'])
            ap[-1] -= a_nb()  # symmetry BC (b_p + a_nb)
            b = ap - Sp
            # upper diagonal
            a = -a_nb() * np.ones(n-1)
            a[0] = -a_nbpcm()  # DUS DIE NIEUWE TERM
            # lower diagonal
            c = -a_nb() * np.ones(n-1)
            c[0] = -a_nbpcm()
            '''right hand side'''
            # b_p * T_old + Sc
            d = np.ones(n) * b_p(pcm['rho_m'])
            for k in range(1, n):
                d[k] = d[k] * T_old[j][k] + Sc[k]

            d[0] = b_phtf()*T_old[j][0] + a_nbhtf()*T_htf_prev

            '''SOLVING TDMA'''
            T_m1 = TDMAsolver(a, b, c, d)  # solution next iteration level

            error_T = np.amax(np.absolute(T_m - T_m1))
            error_T_rel = np.amax(np.absolute((T_m-T_m1)/T_m))

            '''LIQUID FRACTION UPDATE: fm1 = fm + dF/dT(Tm1 - Finv(fm))'''



            f_m1 = np.ones(n)  # resetting f_m1
            for k in range(1, n):
                if f_m[k] == 1:
                    A = 1  # linear term
                    unrelax = 0.75  # underrelaxation
                    delta = (ap[k] * (T_m1[k] - F_inv(f_m[k])) /
                             (dx * dH(T_m1[k]) + ap[k] * A)
                             )  # F^(-1)(f=1) = T_l (uit definitie)
                    f_m1[k] = f_m[k] + unrelax * delta
                else:
                    f_m1[k] = f_m[k] + dF[k] * \
                            (T_m1[k] - F_inv(f_m[k]))
                # overshoot/undershoot correction
                if f_m1[k] > 1:
                    f_m1[k] = 1
                elif f_m1[k] < 0:
                    f_m1[k] = 0

            error_f = np.amax(np.absolute(f_m1 - f_m))

            i += 1  # step counter

            '''end of while loop'''
        '''Conservation of energy'''
        for eee in range(0, n):
            if eee == 0:
                dHtotdt += Vhtf*htf['rho_l']*htf['cp'] * (T_m1[eee] -
                                                          T_old[j][eee]) / dt
            else:
                dHtotdt += Vpcm * (pcm['rho_m'] *
                                   pcm['cp'] * (T_m1[eee] - T_old[j][eee]) +
                                   pcm['rho_l'] * pcm['latent_heat'] *
                                   (f_m1[eee] - f_old[j][eee])
                                   ) / dt

        T_old[j] = T_m1  # convergence: T_old, f_old stored for next time step
        f_old[j] = f_m1

        for e in range(0, n):
            T_store[j][e] = T_old[j][e]
            f_store[j][e] = f_old[j][e]

        '''end x-direction loop'''

    '''end of y-direction loop = 1 time step'''

    state = np.absolute(T_store[-1][0] - T_store[-1][-1])
    frozen = np.amax(np.delete(f_store.transpose(), 0, 0))
    if frozen == 0:
        t_freezing = t * channel['time_step']



    t += 1
    T_out.append(T_store[-1][0] - 273.15)

    '''Temperature sensors'''

    if (t * channel['time_step']) % 5 == 0:
        T_out2.append(T_store[-1][0] - 273.15)
        T_1min.append(T_store[middle][1] - 273.15)
        T_1_1op4.append(T_store[middle][5] - 273.15)
        T_1mid.append(T_store[middle][middle_pcm] - 273.15)
        T_1_3op4.append(T_store[middle][15] - 273.15)
        T_1max.append(T_store[middle][-1] - 273.15)
        T_2min.append(T_store[middle + channel['num_cv']][1] - 273.15)
        T_2mid.append(T_store[middle + channel['num_cv']][middle_pcm]
                      - 273.15)
        T_2max.append(T_store[middle + channel['num_cv']][-1] - 273.15)
        T_3min.append(T_store[middle + 2*channel['num_cv']][1] - 273.15)
        T_3mid.append(T_store[middle + 2*channel['num_cv']][middle_pcm]
                      - 273.15)
        T_3max.append(T_store[middle + 2*channel['num_cv']][-1] - 273.15)
        T_4min.append(T_store[middle + 3*channel['num_cv']][1] - 273.15)
        T_4mid.append(T_store[middle + 3*channel['num_cv']][middle_pcm]
                      - 273.15)
        T_4max.append(T_store[middle + 3*channel['num_cv']][-1] - 273.15)

'''end of time loop (all time steps)'''

dEdt = channel['m_htf']/2 * htf['cp'] * (T_incheck[-1] - (T_out[-1] + 273.15))
E_cons_tot = dEdt - dHtotdt

results = {'T_final (°C)': T_store.transpose(),
           'f (-)': f_store.transpose(),
           'T_max (°C)': np.amax(T_store),
           'T_min (°C)': np.amin(T_store),
           'T_return (°C)': T_out,
           'T1min (°C)': T_1min,
           'T1mid (°C)': T_1mid,
           'T1max (°C)': T_1max,
           'T2min (°C)': T_2min,
           'T2mid (°C)': T_2mid,
           'T2max (°C)': T_2max,
           'T3min (°C)': T_3min,
           'T3mid (°C)': T_3mid,
           'T3max (°C)': T_3max,
           'T4min (°C)': T_4min,
           'T4mid (°C)': T_4mid,
           'T4max (°C)': T_4max,
           'Tout': T_out2
           }
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