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Figure 1: Principale componenten van de mensen betrokken bij deze masterproef.
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Chapter 1

Introduction

I can’t be as confident about computer science as I can about biology.
Biology easily has 500 years of exciting problems to work on. It’s at that
level. Donald Knuth

In many domains one wants to infer properties of pairs of objects. This is particularly
true for biological problems which will be our main sphere of interest. We present a broad
framework that is suited for dealing with these kinds of problems, and we try to make the
link with bioinformatics where possible. Furthermore, we investigate how to incorporate
some ideas from information retrieval to produce results that are more directly useful for
biologists.

Our methods are based on generating a joint feature representation of pairs of objects by
using the Kronecker product pairwise kernel (KPPK). In the most simple case, methods
such as regularized least squares can then be used to make predictions on pairs of objects.
It can be shown that the KPPK can learn any arbitrary relation [109], though it is not
guaranteed to be the most optimal kernel. By using kernels we can deal with complex
data structures such as sequences, graphs and trees, which are frequently encountered in
bioinformatics. Our framework is thus more suitable for these kinds of problems than,
for example, neural networks or tree based models.

When the ranking error is optimized, the above framework can be used for conditional
ranking. Here a set of objects are ranked, conditioned on another object, the query. This
means we are now treating the problem as a kind of information retrieval setting where
we want to find the most relevant objects. We explore several performance measures such
as the ranking error, mean average precision, ROC and CROC curves, to find the most
meaningful evaluation criterium for a particular problem.

We test our ideas on some real-world datasets to prove their relevance. As a first applica-
tion we consider the problem of ranking a database of proteins according to their catalytic
similarity to a query protein. We used five state-of-the-art similarity measures as features
for the catalytic site of enzymes. We have obtained very promising results for this prob-
lem, strongly outperforming the baseline predictor. We showed that our model can give
a significant boost compared to using an inferior, but less computationally demanding
similarity measure.

In our second similar, but more advanced, application we also use a protein query, not
against a database of proteins but for finding ligands that can bind the protein with high
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affinity. When using relevant features for these two types of molecules, this framework
could serve as a post-processing method for docking algorithms, greatly aiding drug
design. From a technical standpoint, this problem differs from the previous one, as this
is a dyadic setting, since we consider two different types of objects. We explored how
the testing scheme can have a big influence on the performance and practical use of the
models.

A third application originates from the field of microbial ecology, where it is known
that bacteria form complex ecological networks, exchanging metabolites, nutrients and
information. More specifically, the interaction between methanotrophic bacteria and
heterotrophic bacteria forms a key interest for biologists. The question we are interested in
is how different kinds of each group influence each others growth. In wet lab experiments
different combinations of both groups are incubated and their mutual growth density
is measured. We constructed a model that ranks the bacteria of one group for their
predicted cooperation with our reference bacteria from the other functional group. As
features we used a metabolic and phylogenetic representation of the different organisms.
This model could give environmental technologists a powerful tool for synthetic ecology.
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Chapter 2

Kernel methods for bioinformatics

2.1 Introduction

One could make the very bold statement that bioinformatics is all about comparing
things. Take for example the commonly encountered problem of comparing two types of
the most important biological sequences, nucleic acids and polypeptides. Many methods
have been developed to compare a pair of these sequences by global alignment [65],
local alignment [91], extremely fast alignments [2] and aligning multiple sequences at
once [66]. These alignments are then used to solve practical biological problems such as
protein structure prediction [85], phylogenetic tree construction [83, 33], identification of
conserved motifs and domains [31], protein function prediction [23] etc.

The concept behind bioinformatics of extracting useful information from data shows a
clear and strong link to machine learning. Indeed, it could be stated that many bioinfor-
matics problems can be posed as machine learning problems [88], as illustrated in Figure
2.1 for some typical problems in proteomics. Larranaga (2006) reviews how machine learn-
ing and pattern recognition are applied in real-world problems in six important topics
in computational biology: genomics, proteomics, microarrays, systems biology, evolution
and text mining. Figure 2.2 shows the interwoven nature of these different fields.

Through the remainder of this master thesis we will present kernel methods as extremely
useful tools for computational biology. Kernel methods are naturally suited for dealing

Figure 2.1: Some typical issues in proteomics represented as machine learning prob-
lems. [88]
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In addition to all these applications, computa-
tional techniques are used to solve other problems,
such as efficient primer design for PCR, biological
image analysis and backtranslation of proteins (which
is, given the degeneration of the genetic code,
a complex combinatorial problem).

Machine learning consists in programming
computers to optimize a performance criterion
by using example data or past experience. The
optimized criterion can be the accuracy provided by
a predictive model—in a modelling problem—,
and the value of a fitness or evaluation function—in
an optimization problem.

In a modelling problem, the ‘learning’ term refers to
running a computer program to induce a model by
using training data or past experience. Machine
learning uses statistical theory when building
computational models since the objective is to

make inferences from a sample. The two main
steps in this process are to induce the model by
processing the huge amount of data and to represent
the model and making inferences efficiently. It must
be noticed that the efficiency of the learning and
inference algorithms, as well as their space and
time complexity and their transparency and inter-
pretability, can be as important as their predictive
accuracy. The process of transforming data into
knowledge is both iterative and interactive. The
iterative phase consists of several steps. In the first
step, we need to integrate and merge the different
sources of information into only one format. By
using data warehouse techniques, the detection and
resolution of outliers and inconsistencies are solved.
In the second step, it is necessary to select, clean and
transform the data. To carry out this step, we need to
eliminate or correct the uncorrected data, as well as

Figure 1: Classification of the topics wheremachine learningmethods are applied.
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Figure 2.2: Overview of the intersections between bioinformatics and machine learn-
ing. [53]

with typical data typed encountered in bioinformatics. Important issues of this data
being [88]:

• in large dimension (e.g., microarrays or proteomics data);

• structured (e.g., gene sequences, small molecules, interaction networks, phylogenetic
trees...);

• heterogeneous (e.g., vectors, sequences, graphs to describe the same protein);

• in large quantities (e.g., more than 106 known protein sequences).

Since kernels can be defined over structured objects and information from different kernel
representations can easily be combined, for example by summing the different kernel
matrices, they can elegantly deal with these topics.

In the next section the general ideas behind kernel methods will be explained. Section 2.3
gives an overview of some useful kernel-based algorithms. To illustrate the use of these
methods in computational biology, a couple of kernels defined over some typical biological
objects are discussed in Section 2.4. The reader should be reminded that this chapter
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only attempts to give an extremely brief overview of the possibilities of these methods.
Much more applications and techniques of kernels and machine learning in general for
computational biology are found in the relevant literature.

Armed with this information about kernels over biological objects we are ready to tackle
chapter 3, where it is discussed how these techniques can be used to model relations of
objects.

2.2 The principle of the kernel trick

Suppose we have a set of N objects S = (x1, . . . ,xN) which we want to use in our learning
algorithms. Each object x is an element of the set X (and thus S ⊆ X ) which contains
all possible objects of this kind. For example, think of x as ribulose-1,5-bisphosphate
carboxylase oxygenase in the set of all proteins involved in photosynthesis. To make an
inference about an object x a feature representation φ(x) ∈ F , with F a high-dimensional
feature space, has to be cast for each possible object x ∈ X . Thus the data set S
is represented as a set of individual object representations φ(S) = (φ(x1), . . . , φ(xN)).
Most data analysis methods outside kernel methods then use this feature mapping in an
algorithm to do a prediction.

Kernel methods are different in the sense that instead of the mapping φ : X → F , a real-
valued comparison function k : X×X → R is used and hence the data set S is represented
by an N × N matrix of pairwise comparisons. Such a kernel function ki,j = k(xi,xj) is
defined as follows:
Definition 1. A function k : X × X → R is called a positive definite kernel iff it is
symmetric, that is, k(x,x′) = k(x′,x) for any two objects x,x′ ∈ X , and positive semi-
definite, that is,

N∑
i=1

N∑
j=1

cicjk(xi,xj) ≥ 0

for any N > 0, any choice of N objects x1, . . . ,xN ∈ X , and any choice of real numbers
c1, . . . , cN ∈ R.

This way of representing the data set as a kernel matrix has the very important property
of modularity between the function k on the one hand and the algorithm to process
this data representation on the other hand. It also has the advantage that it is often
more easy to define comparisons between objects than to construct a meaningful feature
representation, especially with complex biological objects such as strings or graphs.

The power of the kernel is that it can be seen as a dot product of the feature represen-
tations of two objects:

k(x,x′) = φ(x)Tφ(x′). (2.1)

More general, a result by Aronszajn (1950) shows that for an infinitely-dimensional
Hilbert space the following theorem applies:
Theorem 1. For any kernel k on a space X , there exists a Hilbert space F and a mapping
φ : X → F such that

k(x,x′) = 〈φ(x), φ(x′)〉, for any x,x′ ∈ X ,

5



where 〈u, v〉 represents the dot product in the Hilbert space between any two points u, v ∈
F .

This theorem is represented in a more visual way in Figure 2.3.

Since we now have a elegant way to perform a dot product in the Hilbert space, the kernel
trick simply states:
Proposition 1. Any algorithm for vectorial data that can be expressed only in terms of
dot products between vectors, can be performed implicitly in the feature space associated
with any kernel, by replacing the dot product by a kernel evaluation.

Thus it is possible to transform linear methods, such as for example linear discriminant
analysis into nonlinear method by replacing the dot product by a kernel function. This
way we can execute simple linear learning algorithms in a high dimensional Hilbert space
with no extra computation costs, save for computing the kernel values1.

For example, suppose one wants to perform clustering in the feature space [30]. Most
cluster algorithms require a distance between the objects, usually the Euclidian distance.
This distance in the Hilbert space between points x and x′ is defined as:

d(x,x′) := ||φ(x)− φ(x′)|| . (2.2)

Using the following equality, Equation 2.2 can be expressed only as dot products:

||φ(x)− φ(x′)||2 = 〈φ(x), φ(x)〉+ 〈φ(x′), φ(x′)〉 − 2〈φ(x), φ(x′)〉, (2.3)

which allows us to compute the distance only in terms of the kernel:

d(x,x′) =
√
k(x,x) + k(x′,x′)− 2k(x,x′). (2.4)

By these means a distance matrix can be constructed which can be plugged in standard
cluster algorithms or more advanced tools, such as self-organizing maps or the k-nearest
neighbor algorithm.

2.3 Some important kernel algorithms

2.3.1 Support vector machines

Support vector machines (SVMs) are very popular and powerful tools for regression and
classification. Their convex and sparse nature makes them very computationally efficient
to train and use. We will present a quick overview how SVMs are derived for binary
classification. We want to solve a binary classification problem by using the following
linear model in the Hilbert space:

y(x) = wTφ(x) + b, (2.5)

with w and b parameters. The data set contains N samples x1 . . .xN with corresponding
target values t1 . . . tN , where tn ∈ {−1, 1} and new data points are classified according to
the sign of y(x).

1Though Section 2.4 may indicate that calculating some kernel values is not always so straightfor-
ward...
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Figure 2.3: Applying a kernel function to two objects (in orange) is equivalent to taking
the inner product after the space X is mapped to a Hilbert space F . Image after [88].

Assuming that the data is linearly separable in the Hilbert space, Equation 4.3 is opti-
mized to separate the classes and maximize the margin. The margin is defined as the
perpendicular distance between the decision boundary and the closed data points. This
is shown in Figure 2.4.

It can be shown that the maximum margin solution is found by solving:

arg max
w,b

{
1

‖w‖ min
n

[
tn(wTφ(x) + b)

]}
(2.6)

It can be shown that this problem can be cast as a quadratic programming problem,
which can be solved using Lagrange multipliers. When cast in the dual representation
we have to maximize:

L̃(a) =
N∑
n=1

an −
1

2

N∑
n=1

N∑
m=1

anamtntmk(xn,xm), (2.7)

with a = (a1, . . . , aN)T a vector of Lagrange multipliers, which are subjected to the
constraints

an ≥ 0, n = 1, . . . , N, (2.8)

N∑
n=1

antn = 0. (2.9)

Equation 4.3 can also be written by using kernels:

y(x) =
N∑
n=1

antnk(x,xn) + b, (2.10)

7



Figure 2.4: The margin is defined as the perpendicular distance between the decision
boundary and the closed data points. In the right Figure the margin is maximized leading
to a particular choice of decision boundary. The location of this boundary is determined
by only a subset of the data points, denoted as the support vectors (encircled). [11]

where this type of constrained optimization must satisfy the Karush-Kuhn-Tucker con-
ditions:

an ≥ 0, (2.11)

tny(xn)− 1 ≥ 0, (2.12)

an(tny(xn)− 1) = 0. (2.13)

Thus for every data point, either an = 0 or tny(xn) = 1. Any data point for which an = 0
will not appear in Equation 2.10 and hence will not have any influence in the predictions
for new data points. This sparsity in the use of the data is a very interesting property
from a computational point of view as it usually allows us to discard a large part of the
data matrix after training the model, while we only retain the data points of the margin,
the support vectors. This is especially useful when calculating the kernel matrix is a large
part of the computation cost, as often the case for the kernels discussed in Section 2.4.
An example for synthetic data is shown in Figure 2.5.

Because in practice the class distributions often overlap, so called slack variables are
introduced, which allow the points to be misclassified to a certain degree. An extra
parameter C is introduced to regularize the extent to which misclassifications are penal-
ized. Though this complicates the equations somewhat, it does not change anything to
the general reasoning.

A very similar idea is applied to construct an SVM framework for regression. Here the
line one wants to learn is enclosed by a tube, only points on and outside this tube have
an influence on the shape of this line. This is conceptually represented in Figure 2.6.

2.3.2 Regularized least squares

Regularized least squares (RLS) can be seen as a more simple version of support vector
machines. It is exactly what’s on the tin: performing a least squares regression in the

8



7.1. Maximum Margin Classifiers 331

Figure 7.2 Example of synthetic data from
two classes in two dimensions
showing contours of constant
y(x) obtained from a support
vector machine having a Gaus-
sian kernel function. Also shown
are the decision boundary, the
margin boundaries, and the sup-
port vectors.

form (6.23). Although the data set is not linearly separable in the two-dimensional
data space x, it is linearly separable in the nonlinear feature space defined implicitly
by the nonlinear kernel function. Thus the training data points are perfectly separated
in the original data space.

This example also provides a geometrical insight into the origin of sparsity in
the SVM. The maximum margin hyperplane is defined by the location of the support
vectors. Other data points can be moved around freely (so long as they remain out-
side the margin region) without changing the decision boundary, and so the solution
will be independent of such data points.

7.1.1 Overlapping class distributions
So far, we have assumed that the training data points are linearly separable in the

feature space φ(x). The resulting support vector machine will give exact separation
of the training data in the original input space x, although the corresponding decision
boundary will be nonlinear. In practice, however, the class-conditional distributions
may overlap, in which case exact separation of the training data can lead to poor
generalization.

We therefore need a way to modify the support vector machine so as to allow
some of the training points to be misclassified. From (7.19) we see that in the case
of separable classes, we implicitly used an error function that gave infinite error
if a data point was misclassified and zero error if it was classified correctly, and
then optimized the model parameters to maximize the margin. We now modify this
approach so that data points are allowed to be on the ‘wrong side’ of the margin
boundary, but with a penalty that increases with the distance from that boundary. For
the subsequent optimization problem, it is convenient to make this penalty a linear
function of this distance. To do this, we introduce slack variables, ξn ! 0 where
n = 1, . . . , N , with one slack variable for each training data point (Bennett, 1992;
Cortes and Vapnik, 1995). These are defined by ξn = 0 for data points that are on or
inside the correct margin boundary and ξn = |tn − y(xn)| for other points. Thus a
data point that is on the decision boundary y(xn) = 0 will have ξn = 1, and points

Figure 2.5: An example of the support vector machine on a synthetic data set with two
classes and a Gaussian kernel function. The decision boundary, the margin boundaries
and the support vectors are also shown. [11]

Hilbert space while using some kind of regularization. Thus the function to be minimized
is given by

J(w) =
1

2

N∑
n=1

{wTφ(xn)− tn}2 +
λ

2
wTw, (2.14)

where the regularization parameter λ ≥ 0. This is a natural setting when performing
regression (tn is real), but can also be used for binary classification. In this case the loss
function ’makes no sense’, but works great. If the gradient of J(w) is set to zero, it is
seen that the solution for w takes the form of a linear combination of the vectors φ(xn),
with coefficients that are functions of w, of the form

w = −1

λ

N∑
n=1

{wTφ(xn)− tn}φ(xn) =
N∑
n=1

anφ(xn) = ΦTa (2.15)

where Φ is the design matrix whose nth row is given by φ(xn)T . Here the vector a =
(a1, . . . , aN)T , and we have defined

an = −1

λ
{wTφ(xn)− tn}. (2.16)

If the Gram matrix with all the kernel values is defined as K = ΦΦT and Equation 2.15
is used to eliminate w from Equation 2.16 and solving the least squares for a we obtain:

a = (K + λIN)−1t. (2.17)
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344 7. SPARSE KERNEL MACHINES

Figure 7.8 Illustration of the ν-SVM for re-
gression applied to the sinusoidal
synthetic data set using Gaussian
kernels. The predicted regression
curve is shown by the red line, and
the ε-insensitive tube corresponds
to the shaded region. Also, the
data points are shown in green,
and those with support vectors
are indicated by blue circles.
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7.1.5 Computational learning theory
Historically, support vector machines have largely been motivated and analysed

using a theoretical framework known as computational learning theory, also some-
times called statistical learning theory (Anthony and Biggs, 1992; Kearns and Vazi-
rani, 1994; Vapnik, 1995; Vapnik, 1998). This has its origins with Valiant (1984)
who formulated the probably approximately correct, or PAC, learning framework.
The goal of the PAC framework is to understand how large a data set needs to be in
order to give good generalization. It also gives bounds for the computational cost of
learning, although we do not consider these here.

Suppose that a data set D of size N is drawn from some joint distribution p(x, t)
where x is the input variable and t represents the class label, and that we restrict
attention to ‘noise free’ situations in which the class labels are determined by some
(unknown) deterministic function t = g(x). In PAC learning we say that a function
f(x;D), drawn from a space F of such functions on the basis of the training set
D, has good generalization if its expected error rate is below some pre-specified
threshold ε, so that

Ex,t [I (f(x;D) != t)] < ε (7.75)

where I(·) is the indicator function, and the expectation is with respect to the dis-
tribution p(x, t). The quantity on the left-hand side is a random variable, because
it depends on the training set D, and the PAC framework requires that (7.75) holds,
with probability greater than 1 − δ, for a data set D drawn randomly from p(x, t).
Here δ is another pre-specified parameter, and the terminology ‘probably approxi-
mately correct’ comes from the requirement that with high probability (greater than
1− δ), the error rate be small (less than ε). For a given choice of model space F , and
for given parameters ε and δ, PAC learning aims to provide bounds on the minimum
size N of data set needed to meet this criterion. A key quantity in PAC learning is
the Vapnik-Chervonenkis dimension, or VC dimension, which provides a measure of
the complexity of a space of functions, and which allows the PAC framework to be
extended to spaces containing an infinite number of functions.

The bounds derived within the PAC framework are often described as worst-

Figure 2.6: Conceptual representation of the support vector machine in a regression
setting. The predicted regression curve is shown in red and the tube corresponds to the
shaded region, support vectors are encircled in blue. [11]

When making a new prediction we can use the following model:

y(x) = wTφ(x) = aTΦφ(x) = k(x)T (K + λIN)−1t, (2.18)

where the vector k(x) is defined with the elements kn = k(xn,x).

It is not advised to calculate explicitly he inverse of a matrix, as implied in Equation
2.17, when one can obtain the solution of interest (the vector a) by just solving a set of
linear equations.

The simplicity of this algorithm compared to that of support vector machines may led
one to believe it is inferior in performance. The performance of RLS is comparable
though and some very efficient schemes exist for building these models, as it is possible
to perform extensive cross validation without rebuilding the model in each round [70].
It is also possible to implement a RLS algorithm in one line of Matlab or (preferably)
Python code.

In this light it may be of interest to show this nice quote about numeric computing:

You should be asking how the answers will be used and what is really
needed from the computation. Time and time again someone will ask for the
inverse of a matrix when all that is needed is the solution of a linear system;
for an interpolating polynomial when all that is needed is its values at some
point; for the solution of an ODE at a sequence of points when all that is
needed is the limiting, steady-state value. A common complaint is that least
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squares curve fitting couldn’t possibly work on this data set and some more
complicated method is needed; in almost all such cases, least squares curve-
fitting will work just fine because it is so very robust
Leader, Numerical Analysis and Scientic Computation

2.3.3 Kernel principal component analysis

Principal component analysis (PCA) is a commonly used technique for data exploring,
feature extraction, dimensionality reduction and data visualization. There are two com-
mon ways to look at PCA: it can be viewed as the orthogonal projection of the data
onto a lower dimensional linear subspace, the principal subspace, such that the variance
is maximized. Or, equivalently, it can be defined as the linear projection that minimizes
the average projection cost, defined as the mean squared distance between the data points
and their projection [11]. Kernel PCA is simply these principles executed in the Hilbert
space by putting the kernel trick to use. This way PCA is not restricted to analyzing
linear patterns.

We derive kernel PCA without losing ourselves in too much detail for regular PCA.
Using the notation of above, a covariance matrix C in the feature space of the data set
S = (x1, . . . ,xN) can be constructed:

C =
1

N

N∑
n=1

φ(xn)φ(xn)T . (2.19)

In this equation we assume that these feature representations have a zero mean, thus∑
n φ(xn) = 0. We will deal with this problem in a moment. The eigenvector expansion

that is needed is defined as:
Cvi = ηivi. (2.20)

We want to perform this expansion without working explicitly in the feature space. From
Equation 2.19 we can rewrite Equation 2.20 as:

1

N

N∑
n=1

φ(xn){φ(xn)Tvi} = ηivi, (2.21)

which allows us to see that we can write the vector vi as a linear combination of the
φ(xn). Thus it can be written in the form:

vi =
N∑
n=1

ainφ(xn). (2.22)

This allows us to rewrite the eigenvector equation as:

1

N

N∑
n=1

φ(xn)φ(xn)T
N∑
m=1

aimφ(xm) = ηi

N∑
n=1

ainφ(xn). (2.23)

By multiplying with φ(xl) everything can be expressed in the form of a kernel function
k(xi,xj) = φ(xi)

Tφ(xj). Writing this in compact matrix form we obtain:

K2ai = ηiNKai, (2.24)
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with ai an N -dimensional column vector with elements ain for n = 1, . . . , N . And because
a positive definite kernel matrix is always invertible:

Kai = ηiNai. (2.25)

Having solved the eigenvector problem, the resulting principal components projections
can be cast in terms of the kernel functions, so that the projection of a point x onto
eigenvector i is given by

yi(x) = φ(x)Tvi =
N∑
n=1

ainφ(x)Tφ(xn) =
N∑
n=1

aink(x,xn). (2.26)

This leaves us with the issue of centralized feature vectors. This is simply solved by using
a ’centralized’ kernel matrix K̃ for the calculations, which we present without proof as:

K̃ = K− 1NK−K1N + 1NK1N , (2.27)

where 1N denotes the N ×N matrix of which every element has the value 1/N .
Note that when using a linear kernel the standard PCA algorithm is recovered, making
kernel PCA actually the more general case.

2.4 Some useful kernel functions

2.4.1 Kernels for sequences

As strings are probably the most important data types in bioinformatics, it is of no
surprise that many types of kernels are defined to allow learning properties of (in casu
protein or nucleic acid) sequences. The kernels discussed here are used for discriminative
models, in contrast to the generative models, based on, for example, hidden Markov
models [20].

We discuss three relatively simple kernels based on substrings and see how these can be
combined to form the homology kernel [24]. The spectrum kernel can compare two se-
quences by considering exact matches of substrings. The sparse kernel and the groupings
kernel in contrast are defined over the substrings, rather than the complete sequence.
The former is an extension in the sense that an inexact match between two substrings is
quantified while the latter incorporates the notion that the different ’characters’ that com-
pose the sequence can be divided in different groups. By using the idea of the spectrum
kernel of comparing strings by matching substrings, while comparing those substrings is
based on the sparse and grouping kernel, one obtains the homology kernel that processes
hierarchical information of the sequences.

The first string kernel is called the spectrum kernel [57]. Suppose that each sequence
is denoted si ∈ Σ∗ where Σ is the alphabet of amino acids or nucleotides, depending of
the application. A k-mer, a ∈ Σk is a sequence of length k. The sequence si contains a
iff si = uav. Let N(a, si) be the number of times a appears in sequence si. With this
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notation in mind the spectrum kernel is defined as:

SKk(si, sj) =
∑
m∈Σk

N(m, si) ∗N(m, sj). (2.28)

This kernel is biased toward sequences that contain multiple instances of the same k-mer.
This can easily be seen when considering a pair of sequences that contain the k-mer twice
they gain a score of 4 while having two different k-mers in common only gives a score of
2. For this reason a normalized spectrum kernel is defined as:

NSKk(si, sj) =
∑
m∈Σk

min(N(m, si), N(m, sj)). (2.29)

The normalized kernel has an explicitly defined mapping φ(s). If the maximum length of
the sequences is n, then φ(s) defines a map of s ∈ Σn to a feature space of dimension Σkn
where each dimension is indexed by a k-mer a and an integer 1 ≥ i ≥ n. The mapping is
as follows:

φw,i(s) =

{
1 if k-mer w appears at least i times in s,

0 otherwise.
(2.30)

The sparse kernel, designed for comparing the substrings a en b, is somewhat more flexible
as it allows inexact matches. For two substrings the sparse kernel is defined as

SpK(a, b) = αdH(a,b), (2.31)

with dH(a, b) the Hamming distance between k-mers a and b and α a parameter between
0 and 1. With a low value of α substrings with few mismatches are heavily penalized
while the opposite is true for high values of this parameter. To understand the feature
mapping we have to expand the alphabet Σ with a ”wildcard” character denoted by ”∗”
which matches every character c ∈ Σ. Let Σ′ = Σ

⋃{∗}, then the feature mapping of a
substring a is given by

φw(a) =

{√
αl(1− α)(k−l) if w ∈ Σ′k matches a ∈ Σk,

0 otherwise.
(2.32)

Here l denotes the number of wildcards in w.

The third kernel to be discussed is the groupings kernel, also to be used for comparing
substrings. This kernel incorporates the notion that some ’letters’ of the alphabet share
similar properties. For example in DNA adenine mutates more easily in guanine (transi-
tion) than in cysteine (transversion) or serine is chemically more similar to threonine than
proline. Thus these elements that compose the sequences can be grouped according to a
relevant property. The contribution between two k-mers a and b from different sequences
is defined to be

SpKG(a, b) = αdM (a,b)βdG(a,b), (2.33)

with dG(a, b) the number of mismatches between a and b within a group and dM(a, b) is
the number of mismatches between groups and 0 < α < β < 1. For a set of groups G, the
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augmented alphabet Σ′′ is defined: Σ′′ = Σ
⋃{∗}⋃G. The feature mapping performed

by the groupings kernel is given by:

φw(a) =

{√
αM(β − α)G(1− β)k−M−G if k-mer a matches w,

0 otherwise.
(2.34)

were M is the number of wildcards in w and G is the number of group characters in w.

The homology kernel is build by not only embedding the the substrings in a sequence but
in a alignment of homologue sequences obtained by BLAST over a large database. This
kernel is defined as the normalized sparse kernel with groupings applied to this substrings.

2.4.2 Kernels for protein structures

Though protein sequence implies protein structure, in many cases it is desirable to learn
directly from the structures if they are available. Indeed, the increasing number of struc-
tures in the UniProt database and the vast improvements in homology structure pre-
diction make such approaches possible. There exists kernels that can deal with protein
structures, but there are also many relevant similarity measures that can either directly
serve as kernels or be modified to become valid kernels.

It is possible to compare global fold similarity, though this is not necessarily the most
relevant approach. The function of many proteins seems to be determined by a limited
number of specific amino acid residues at the catalytic site [61]. Thus, it is probably
more fruitful to compare only the part of the protein most important for its function.
For most proteins it is possible to determine the active site as the largest cleft on the
surface of the protein [54], which will be used for subsequent analysis. This will prove
to be of particular relevance in two of our case studies: enzyme function prediction and
protein docking (Chapters 4 and 5).

The relevant binding site is usually represented as a labeled point cloud (LPC). This
is a finite set of points, where each point is not only associated with a position in the
three-dimensional space, but also with a discrete class label that represents a specific
property. Thus the points could represent atoms, amino acid residues or other functional
abstractions, such as hydrophobic, positive or aliphatic groups. To construct a similarity
two of these LPCs have to be aligned: the optimal translation and rotation has to be
found, usually to minimize some squared deviation between the clouds.

There are multiple ways to compare these LPCs, Hoffmann et al. (2010) consider the
convolution of the clouds to directly obtain a valid kernel function. This and similar
methods are called the geometric approach, as the location of the points is matched in
space. This is contrasted with graph-based approaches, such as proposed bySchmitt et
al. (2002). The cavity is represented as a set of pseudocenters, labeled with one of five
properties relevant for binding a ligand. These pseucenters are structured as the nodes
of a graph where the edges represent the distances between the nodes. The problem
is then reformulated as finding a similarity between two graphs. These methods are
visualized in Figure 2.7. Fober et al. (2011) propose another similar method based on
fuzzy equivalence, which is a compromise between the two above approaches.

These kernels and similarities have proven to be very powerful: they are able to detect
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Figure 2.7: Calculating the similarity between protein cavities when they are represented
as labeled point clouds. Two broad classes of methods are of particular exist: (A) the
graph based approach [86] and (B) the geometric approach [37].

functional similarities when the proteins share not sequence or overall structure similar-
ities. In practice they are very hard to compute due to they computational demanding
nature and the complex nature of working with protein strucures.

2.4.3 Kernels for graphs

Graphs are extremely important data structures in bioinformatics. Graphs can be used to
describe the relations between objects, something which will be discussed in more detail
in Chapter 3. Protein-protein interactions, organic molecules [78], interacting amino
acids within a protein [4] etc. can typically represented a graphs. For example many
authors consider the problem of using machine learning methods to try to predict protein
interaction or gene regulatory networks [56, 98, 113, 100, 29].

Rather than trying to infer a network, we consider the setting where the data used for
building a model is presented as a network. Two different cases can be distinguished:

• The objects are nodes of a graph. For example when one wants to make predictions
about properties of enzymes when a metabolic network is given. The goal is to
construct a kernel that can quantify the ’distance’ between nodes within a graph.

• One object is represented as a graph. For example in chemoinformatics, a molecule
is often represented as a graph or when one wants to compare protein networks
across different species or tissues. The goal is in this case to have a kernel that can
quantify the similarity between graphs.

When learning with objects within one graph one has to quantify the degree in which
two nodes are connected. For example when two nodes are not connected, but if a lot
of (strongly weighted in case of a weighted graph) edges are leading from one node to
another this should still result in a high kernel value. This is embedded in the diffusion
kernel [51]. This kernel is based on the matrix exponential of the Laplacian matrix of the
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graph, which is inspired by the diffusion equation2. This way long-range relationships
between the vertices are captured, a parameter that has to be tuned can be used to focus
of closer or farther nodes. Thus, informally, this kernel quantifies how quickly ’heat’ can
spread through a graph.

Kernels that can be used to compare complete graphs share a similar reasoning [105]:
given a pair of graphs, perform random walks on both, and count the number of matching
walks. Thus it is possible to capture (dis)similarities in topology. As a special, but
biologically relevant case of comparing graphsVert et al. (2002), consider tree kernels for
using phylogenetic trees as input.

Most kernels for graphs are very computationally demanding [105, 88]. There is a great
body of research for calculating these kernel efficiently. For the special cases such as
symmetric graphs or trees, computational shortcuts are derived.

2.4.4 Kernels for fingerprints

Sometimes an object is represented as a long string of binary values: fingerprints. For
example, chemical compounds are often represented as a series of fingerprints, which
correspond to depth-first searches taken in the molecular graph. These fingerprints can
in principe be processed with a linear, Gaussian or polynomial kernel, thus just treating
them as regular feature vectors.

Swamidass et al. (2005) present some kernels functions specifically for fingerprints. The
reasoning is that two fingerprints, represented as the binary vectors xm and xn, are sets
which have to be compared. First they consider the fingerprint similarity defined as the
number of common elements in the set:

Kd(xm,xn) = 〈xm,xn〉, (2.35)

which is nothing more than a new name for a linear kernel. This kernel is not normalized
in the sense that two sets both with many elements will score higher than two sets with
few elements while the fraction of common elements is the same. This does not have to
be a negative property but it is something to keep in mind.

Building on this fingerprint similarity the Tanimoto kernel (also called Jaccard index) is
defined as the number of elements in the intersection between the two sets divided by the
number of elements in the union of the sets:

Kt
d(xm,xn) =

Kd(xm,xn)

Kd(xm,xm) +Kd(xn,xn)−Kd(xm,xn)
. (2.36)

The authors have shown that this kernel could be used for state-of-the-art prediction of
mutagenicity, toxicity and anti-cancer activity of small compounds.

2 ∂
∂tψ = µ∆ψ
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Chapter 3

Learning relations between objects

3.1 Using pairs of objects as instances

In the previous chapter we attempted to show that kernel methods are very flexible
learning algorithms that can deal with a variarity of types of objects. Often though, in
bioinformatics one does not only want to predict properties of objects, but of pairs of
objects, for example whether two proteins are interacting [113, 104]. Examples outside the
field of bioinformatics are also numerous: text mining [114], social network analysis [96]
etc.

Relational learning is equivalent to inferring labels on edges between vertices of a graph.
When considering relations between two objects one can define monadic and dyadic re-
lations. The former only deals with objects of the same ’type’, for example inferring
interactions between proteins, as depicted in Figure 3.1. The dyadic framework on the
other hand treats prediction about a pair of objects of a different type, for example
whether a small molecule can bind a protein. This setting can be viewed in Figure 3.2.

Many types of relations have been defined and the framework of this section can be
applied to most of them. Let Q(v, v′) denote a binary relation on an object space V , then
one can distinguish the following basic settings [109]:

• Crisp relations, when Q : V → {0, 1}, this corresponds to a binary classification
with the pair of objects as input.

• [0, 1]-valued relations when the relation is of the form Q : V2 → [0, 1], thus resulting
in a regression type of learning setting. The restriction to the interval [0, 1] is largely
historical to provide a link with fuzzy set theory and decision theory. Real values
can be obtained by performing a scaling, but in most of the applications in this
thesis we will not even bother with this and just regress the unrestricted label.

• Ordinal-valued relations: when a certain order can be derived, but the actual values
or differences between the values do not matter.

Assuming the data is structured as a graph G = (V , E , Q) where V corresponds to the set
of nodes v and E ⊆ V2 represents the set of edges e, for which training labels are provided
in terms of relations. These relations are represented by training weights ye on the edges,
generated by the unknown underlying relation Q : V2 → [0, 1]. Historically these relations
are confined to the interval [0, 1], this will be of importance for some properties discussed
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*
Figure 1 Example of a multi-graph. If this graph, on the left, would be used for ranking the elements 
conditioned on C, then A scores better than E, which ranks higher than E, which on its turn ranks 
higher than D and D ranks higher than B. There is no information about the relation between C and F 
and G, respectively, our model could be used to include these two instances in the ranking if features 
are available. Notice that in this setting unconditional ranking of these objects is meaningless as this 
graph is obviously intransitive. Figure reproduced from (Pahikkala et al., 2010). 
 
 
The proposed framework is based on the Kronecker product kernel for generating 
implicit joint feature representations of queries and the sets of objects to be ranked. 
Exactly this kernel construction will allow a straightforward extension of the 
existing framework to dyadic relations and multi-task learning problems 
(Objectives 1 and 2). It has been proposed independently by three research groups for 
modeling pairwise inputs in different application domains (Basilico et al. 2004, Oyana 
et al. 2004, Ben-Hur et al. 2005). From a different perspective, it has been considered 
in structured output prediction methods for defining joint feature representations of 
inputs and outputs  (Tsochantaridis et al., 2005, Weston et al., 2007). While the 
usefulness of Kronecker product kernels for pairwise learning has been clearly 
established, computational efficiency of the resulting algorithms remains a major 
challenge. Previously proposed methods require the explicit computation of the 
kernel matrix over the data object pairs, hereby introducing bottlenecks in terms of 
processing and memory usage, even for modest dataset sizes. To overcome this 
problem, one typically applies sampling strategies of the kernel matrix for training. 
An alternative approach known as the Cartesian kernel has been proposed in 
(Kashima et al., 2009). This kernel exhibits interesting computational properties, but 
it can be solely employed in selected applications, because it cannot make predictions 
for (couples of) objects that are not observed in the training dataset.  
 
When modeling interactions between two types of objects one gets close to the field 
of collaborative filtering, as shown in (Pessiot et al., 2007). Matrix factorization 
methods, which are used especially in collaborative filtering, may be applied to 
conditional ranking problems, by exploiting the known labels for pairs of objects in 
order to generate a latent feature representation that allows predicting these labels for 
pairs for which this information is missing. Such methods can be combined with 
our machine learning approach, as a preprocessing step in which additional latent 
features are generated (part of Objectives 1 and 2). 
 

Figure 3.1: Relational learning presented as learning the labels on a graph (in this case a
real value between 0 and 1). Since the machine learning framework is based on features
of the individual objects, a generalization can be made to make predictions of pairs where
one (for example {A,F}) or both (for example {F,G}) of the objects do not appear in
the training set. After [109].

in Section 3.2. It is alway possible, when desired, to make an extension to real-valued
relations h : V2 → R by using an increasing mapping σ : R→ [0, 1] such that

Q(v, v′) = σ(h(v, v′)), ∀(v, v′) ∈ V2. (3.1)

The learning problem is formulated as the selection of a suitable function h ∈ H, with
H a certain hypothesis space, in particular a reproducing kernel Hilbert space (RKHS).
Thus the hypothesis h : V2 → R is denoted as

h(e) = wTΦ(e), (3.2)

with w a vector of parameter to be estimated from the training data and Φ a joint
feature mapping for edges in the graph. Since we have discussed how to learn these types
of models in the previous chapter, we would like to focus on how to build a meaningful
feature representation for the edges using kernels.

To derive a relevant kernel for pairs of objects, this feature mapping based on the Kro-
necker product is proposed to express pairwise interactions between features of nodes:

Φ(e) = Φ(v, v′) = φ(v)⊗ φ(v′), (3.3)

where φ denoted the feature making of the individual nodes. This feature mapping is
shown1 to correspond to the the tensor product pairwise kernel [9]

KΦ
⊗(e, ē) = KΦ

⊗(v, v′, v̄, v̄′) = Kφ(v, v̄)Kφ(v′, v̄′), (3.4)

with Kφ the kernel corresponding to φ or, stated differently, the node kernel.

1Remember the mixed-product property for the Kronecker product: (A⊗B)(C⊗D) = AC⊗BD
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*
Figure 2 Example of a dyadic graph (left) and its matrix representation (right). One could interpret the 
rows as queries and the columns as database objects. When only some of the relations are observed (in 
green) one can try to infer the missing values by assuming some generative model. Here it is assumed 
that the values of the relations are a product of some latent features (in red and purple) of the two types 
of objects. 
 
 

Objective 3 further exploits the extension from conditional ranking algorithms to 
structured output prediction problems, which are characterized by huge computational 
demands, when dealing with moderate- and high-dimensional output spaces. Discrete 
output spaces allow for an exponential number of candidate predictions, and 
continuous output spaces have even worse properties from that perspective, leading 
to combinatorial optimization problems that cannot be solved in an exact 
manner, see e.g. Tsochantaridis et al. (2005). However, more efficient approximate 
algorithms have been proposed recently, often relying on output decomposition 
techniques such as stacking and chaining, see e.g. Cheng and Hüllermeier (2009) and 
Dembczynski et al. (2011) for an overview. The running time of such techniques 
can be further decreased via parallel implementations, due to the decomposition 
over one-dimensional components. This naturally leads to Objective 4, in which 
large-scale algorithms will be developed for the above-mentioned problems. To this 
end, we intend to adopt regularized least-squares algorithms, for which running 
times can be enormously improved by applying bundle methods, analytic 
shortcuts and cluster computing techniques.  

 
To establish Objective 5, we intend to work on three specific application domains, 
in collaboration with local and international experts in these fields. The first 
application considers the problem of ligand retrieval for protein binding, as 
described above. The second application tackles the related problem of functional 
ranking of enzymes. Enzymes are (usually) proteins that catalyze a particular 
chemical reaction in a living system. They are classified according the reactions they 
catalyze by an EC (Enzyme commission) number. Every enzyme code consists of the 
letters "EC" followed by four numbers separated by periods. Those numbers represent 
a progressively finer classification of the enzyme. While there are methods that try to 
predict the EC-number based on a protein sequence of structure, it can be argued it is 

Figure 3.2: Relational learning presented as learning the labels on a graph (in this case a
real value between 0 and 1) in the case of dyadic data. Features of the individual objects
are used to make predictions about the labels. This problem can also be treated as a
matrix factorization problem when only with an incomplete matrix, as seen in the green
part of the right figure. In the most simple case, one can predict latent variables of both
types of object (purple and red) of which the matrix product is an approximation of the
missing values [94].

This is a very beautiful and efficient way to generalize kernel methods to deal with pairs
of objects. By simply taking the Kronecker product of the kernel or kernels for the nodes
one obtains a kernel representing the edges that can simply be plugged in your favorite
kernel algorithm to learn the label of the edges. Waegeman et al. (2012) prove that the
Kronecker product pairwise kernel is indeed universal and can be used to learn arbitrary
relations.
Theorem 2. Let us assume that the space of nodes V is a compact metric space. If a
continuous kernel Kφ is universal on V, then KΦ

⊗ defines a universal kernel on E.

This is by no means equivalent to saying that this kernel is the most optimal kernel
for learning relations. This theorem only states that the Kronecker product pairwise
kernel can be used to approximate any relation, given enough suitable data to train the
algorithm.

Vert et al. (2007) have made the interesting distinction between direct and indirect in-
ference of networks (or relations). Let us reuse the example of predicting protein-protein
interactions. For the direct inference, one could state that our confidence in the correct-
ness of the pair A − B increased if the individual objects show a relevant similarity to
each other. For example, if a yeast two-hybrid assay shows that they always occur in
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the same compartments of the cell [74] or if they show similar evolutionary patterns this
could be an indication of possible interaction [79]. From a bioinformatics point of view,
this is perhaps the most logical setting. The indirect inference on the other hand relies
upon similarities between pairs of objects. To quote the authors: ”[the] confidence in A -
B increases if we find some other, high-confidence edge C - D such that the pair {A, B}
resembles {C, D} in some meaningful fashion”. In the protein example, if you have a pair
of proteins with a high confidence of interaction and one has a certain sequence motif
and the second one has some other motif than if there is an other pair with one of the
proteins containing the one motif while the second one has the other, it could be deduced
that these are likely to interact. To try to make this distinction even more clear, the
direct approach is like puzzling: to determine if two pieces fit together one has to learn
to recognize complementary shape. Indirect inference may be more similar to learning
organic chemistry, if you have to determine whether two molecules could form a chemical
reaction, one tries to recognize functional groups on the molecules, which are the same
of the series of examples that one has taken the trouble to memorize.

These two approaches for inference of networks can be represented in different pairwise
kernels. Take the tensor product pairwise kernel for example [9]:

KTPPK(v, v′, v̄, v̄′) = Kφ(v, v̄)Kφ(v′, v̄′) +Kφ(v, v̄′)Kφ(v′, v̄). (3.5)

The rational behind this kernel is that one compares the elements of the first pair (v, v′)
with those of the second pair (v̄, v̄′) by considering the combinations of the different ele-
ments between the two pairs. This kernel2 thus embeds the indirect method of inference.

The authors contrast this with an other kernel of their own design, the metric learning
pairwise kernel (MLPK):

KMLPK(v, v′, v̄, v̄′) = (Kφ(v, v̄)−Kφ(v, v̄′)−Kφ(v′, v̄) +Kφ(v′, v̄′))2. (3.6)

This formula seems less intuitive than the definition of the TPPK (3.5), its meaning
becomes more clear when written explicitly as a product of feature vectors:

KMLPK(v, v′, v̄, v̄′) = ((φ(v)− φ(v′))T (φ(v̄)− φ(v̄′)))2. (3.7)

This equation shows that the MLPK is the squared product of the difference of the feature
vectors of the elements of the pairs. This kernel encodes the dissimilarity between objects
within a pair, making it a tool for direct inference of relations.

3.2 Symmetry, transitivity and other issues with re-

lations

Relations can have many properties which can be of importance in the learning process.
In this section we will only discuss some of them very briefly. First let us consider
symmetric relations. These occur when the relation between v and v′ is equivalent to the
relation between v′ and v. Or more formally:

2This kernel is also equivalent to the symmetric kernel to be discussed in Section 3.2.
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Definition 2. A binary relation h : V2 → R is called a symmetric relation if for all
(v, v′) ∈ V2 it holds that h(v, v′) = h(v′, v).

For symmetric relations, edges in multi-graphs like Figure 3.1 become undirected. To
learn these types of relations, the following feature mapping was proposed:

ΦS(e) = ΦS(v, v′) = Ψ(v, v′) + Ψ(v′, v). (3.8)

This representation gives rise to the symmetric Kronecker product pairwise kernel:

KΦ
⊗S(e, ē) = KΦ

⊗S(v, v′, v̄, v̄′) = 2(Kφ(v, v̄)Kφ(v′, v̄′) +Kφ(v, v̄′)Kφ(v′, v̄)). (3.9)

This kernel can be used to efficiently learn symmetric relations, as asymmetries in the
training data will be considered as noise. It can be proven that (3.9) can be used for
learning any symmetric relation.

Next to be considered are reciprocal or antisymmetric relations. These arise often in
domains such as preference learning, game theory and bioinformatics when modeling
preferences, choice or winning probabilities, gene relations etc. Formally a reciprocal
relation is defined as follows:
Definition 3. A binary relation Q : V2 → [0, 1] is called a reciprocal relation if for all
(v, v′) ∈ V2 it holds that Q(v, v′) = 1−Q(v′, v).

Thus every edge in a graph induces a complementary edge in the opposite direction.
Reciprocal relations can, for example, be used to represent a chess tournament where
edges between players represent the probability that player v wins from player v′. Similar,
antisymmetric relations are defined:
Definition 4. A binary relation h : V2 → R is called an antisymmetric relation if for all
(v, v′) ∈ V2 it holds that h(v, v′) = −h(v′, v).

Using an appropriate scaling, reciprocal and antisymmetric relations are equivalent. The
feature mapping to learn reciproprocal relations is:

ΦR(e) = ΦR(v, v′) = Ψ(v, v′)−Ψ(v′, v). (3.10)

It can be easily understood that this feature representation is suitable to learn antisym-
metric relations. The pairwise kernel that hence rises is:

KΦ
⊗R(e, ē) = KΦ

⊗R(v, v′, v̄, v̄′) = 2(Kφ(v, v̄)Kφ(v′, v̄′)−Kφ(v, v̄′)Kφ(v′, v̄)). (3.11)

Again, it can be shown that this kernel can represent any reciprocal or antisymmetric
relation.

When one does not only consider a relation between two objects, but a more broader
network of multiple agents interacting the notion transitivity becomes important. Tran-
sitivity is basically the property if object vi is ’better’ than object vj and object vj is
better than object vk then it follows that vi is better than vk. More formally one defines
weak and strong stochastical transitivity as follows:
Definition 5. A binary relation Q : V2 → [0, 1] is called weak stochastical transitive if
for any (vi, vj, vk) ∈ V3 it holds that

(Q(vi, vj) ≥ 1/2 ∧Q(vj, vk) ≥ 1/2)⇒ Q(vi, vk) ≥ 1/2 (3.12)
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Definition 6. A binary relation Q : V2 → [0, 1] is called strong stochastical transitive if
for any (vi, vj, vk) ∈ V3 it holds that

(Q(vi, vj) ≥ 1/2 ∧Q(vj, vk) ≥ 1/2)⇒ Q(vi, vk) ≥ max(Q(vi, vj), Q(vj, vk)) (3.13)

Informally one could state there is some latent value that the objects posses, which can
be used to rank the objects ’from good to bad’.

The Definitions 5 and 6 of transitivity are sometimes violated, which is denoted as an
intransitive relation. Consider the difference between transitive and intransitive relations
as follows: suppose one wants to construct a model to predict the winner in a sports game.
For running this might be relatively simple, make some measurements of the athlete and
try to predict a metric to quantify his ’running potential’. The higher this metric, the
more likely he is to win, as running is mostly transitive. This is compared to a sport
where strategy is more important, for example tennis. Strategy A might fare well against
strategy B but not so good against strategy C3. One can thus only do a good prediction
by considering a pair of players. These intransitive relations have been studied in many
fields, from psychology to game theory to physics to biology. For example intransitive
relations of bacterial populations are studied excessively [48, 80, 46, 95]. Allesina et
al. (2011) even proposed a framework based on intransitivity to explain the coexistence
of different species, a problem known in ecology as the plankton paradox [39].

The question remains how these intransitive relations influence the learning process.
When considering decision making two main types of models can be distinguished [69,
108]:

• Scoring methods : these methods construct a continuous function of the form f :
V → R which is used to rank the objects according to preference.

• Pairwise preference models : here the preference judgments are modeled by one (or
more) valued relations Q : V2 → [0, 1] that express whether v should be preferred
over v′.

Pahikkala et al. (2010) showed that only the latter can be used for learning intransitive
relations. This is luckily the framework which is predominantly described in this chapter.
It may be of some interest to note that similarly to Equation 3.4, one can define a kernel
which can only be used to learn transitive relations:

KΦ
T (e, ē) = KΦ

T (v, v′, v̄, v̄′) = Kφ(v, v̄). (3.14)

This kernel treats all intransitivity’s in the training data as noise and follows the principle
of scoring methods to learn relations. This kernel does not consider the relations of the
objects, but only focusses on the ’qualities’ of the first objects of the pairs.

3.3 Conditional ranking

Let us give an example to explain the use of conditional ranking. Suppose a company
wants to design a new drug to cure a certain disease. They have a set of promising organic

3Though it is not because transitivity is violated that transitivity is totally absent from the system.
Following the example, a very talented player will probably beat a newcomer no matter which strategy
they use.
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molecules which they believe some of them could be a suitable drug. From experiments
a target protein is found on which the drug should bind and act as an inhibitor. To
minimize side effects, there is also a set of proteins that are similar in function, but not
involved in the disease for which the compound preferably should have a low affinity.
Given a dataset of known protein ligand interactions, it is possible, using the methods
described above, to construct a model to predict a value quantifying binding of a ligand
to a protein. This model could be used to search for the best compounds in the database
which can be further researched for a clinical trail.

Though this may sound very reasonable, one can see this may not be the best approach
for this problem. The model constructed is used to predict a binding value, but this
is not something one is directly interested in. The researcher wants an ordered list of
the best or worst binding compounds for a given protein. The model is optimized to
predict an accurate value (usually by minimizing the squared residuals), not to be able
to perform an optimal ranking. Thus the appropriate solution for this problem would be
to construct a model that can rank a database of molecules according to their binding
properties conditioned on a target protein.

The conditional ranking framework is very close to information retrieval which found its
origins in document retrieval [90], but is now widely applied in a range of settings. For
example, BLAST could be considered as information retrieval where a protein query is
used to find homologues in the database ranked according to their E-value. Conditional
ranking is broader applicable than information retrieval as the kernel framework allows
a generalization to many types of relations, and can be learned from data.

Let us use the same notation as before, with the data structured as a graph G = (V,E,Q),
where V ⊆ V represents the set of nodes, with V the space of nodes and E ⊆ 2V

2

corresponds to the set of edges e, for which we have labels in terms of the relations.
These labels are again given by the (unknown) relation Q : V2 → [0, 1]. Again, an
extension to real values h : V2 → R can be realized with a simple monotonous mapping
σ : R→ [0, 1] such that

Q(v, v′) = σ(h(v, v′)), ∀(v, v′) ∈ V2. (3.15)

Thus, we need a suitable function h ∈ H, with H a reproducing Kernel space. We
consider the hypothesis h(e) =< w,Φ(e) > with w a vector of parameters to be estimated
from the training data. If the training set of cardinality q = |E| is denoted as the set
T = {(e, ye|e ∈ E} of output pairs, then the problem of finding the optimal hypothesis
can be formally defined as:

A(T ) = argmax
h∈H

L(h, T ) + λ‖h‖2
H, (3.16)

with L an appropriate loss function and λ a regularization parameter to prevent overfit-
ting.

According to the representer theorem [87], the algorithm (3.16) admits a dual represen-
tation

h(e) =< w,Φ(e) >=
∑
e∈E

KΦ(e, ē), (3.17)

where KΦ(e, ē) is a kernel function defined over two edges.
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Given the relations Q(v, v′) and Q(v, v′′) we compose the ranking of v′ and v′′ conditioned
on v as:

v′ �v v′′ ⇔ Q(v, v′) ≥ Q(v, v′′). (3.18)

To obtain a model that can correctly rank the nodes, it is desirable to use a loss function
that punishes error in the ranking, the ranking loss

L(h, T ) =
∑
v∈V

∑
e,ē∈Ev :ye<yē

I(h(e)− h(ē)), (3.19)

with I(x) the Heaviside function, returning one when its argument is positive, zero when
its argument is negative en 1/2 when its argument is zero. Ev denotes the set of all edges
starting from, or the set of all edges ending at the node v, depending on the specific task.
Since Equation 3.19 is neither convex nor differentiable, we use an approximation of the
ranking loss

L(h, T ) =
∑
v∈V

∑
e,ē∈Ev

(ye − yē − h(e) + h(ē))2. (3.20)

Thus the mean difference between conditional ranking and a regression-based framework
is the use of a more relevant loss function. This framework was described by Pahikkala et
al. (2010) and it can be implemented efficiently and is scalable for thousands to millions
of nodes.

A ranking can be seen as something in between classification and regression. The output
can be represented as some sort of distribution, which can be easily interpreted thanks
to our collective experience with search engines such as Google.

Note that the conditional ranking framework is compatible with the notions of intransi-
tivity described in Section 3.2. The model considers the relation between the query and
the database object, thus a different query can induce a totally different ranking of the
same database.

3.4 Performance measures for ranking

In this section some performance measures for ranking are discussed. Finding the most
relevant measure is strongly dependent on the problem one is dealing with. For example,
for webpage retrieval one typically is only interested in the top scoring pages, while
when trying to rank chess players according to their expected strength for designing a
tournament one wants the middle and bottom of the list to be as reliable as the top.
The metrics that mainly focus on the top of the ranking are called user-oriented metrics,
while those that evaluate the overall quality of a list are described as system oriented.

Yilmaz et. al. (2009) argue that the relation between the metric that should be optimal
and the metric that is actually used in the training phase is not so straightforward as
one would think. By using for example a loss function that only considers the first part
of the ranking, information is lost from lower ranked elements, resulting in a suboptimal
ranking algorithm.

Another desirable property is having no or few parameters that have to be tweaked,
being able to deal with ordinal labels and being interpretative. Table 3.1 summarizes the
performance measures discussed below for their properties.
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Table 3.1: Overview of some desirable properties of the different performance measures
for ranking to be discussed. For each metric it is given whether it can deal with ordinal
labels or only distinguishes positive from negative instances, whether parameters have to
be chosen, if the output has a probabilistic meaning and whether the metric can be used
to focus on only a part of the ranking.

Metric Ordinal label? Parameters? Probabilistic? User defined?
RE yes no yes no
Precision and recall no no yes no
AveP no no yes no
ROC no no yes no
CROC no yes no yes
nDCG yes yes no yes

3.4.1 The ranking error

The ranking error (RE) is probably the most general performance measure for ranking.
When obtaining an ordered list from an algorithm, the ranking error is equal to the
chance that two randomly chosen objects of this list are in the correct order based on
their ordinal label. Using the notation from the previous sections, it is defined as

RE =
1

|Ev : ye < yē|
∑

e,ē∈Ev :ye<yē

I(h(e)− h(ē)), (3.21)

with I(x) the Heaviside function, returning one when its argument is positive, zero when
its argument is negative en 1/2 when its argument is zero.

The conditional ranking framework minimizes a loss function which is an approximation
of the ranking error (see Equation 3.19). The ranking error can deal with real or ordinal
labels and could be considered as an extension to the area under the curve (Section 3.4.4).
It has the drawback that every part of the ranking is treated as equally important, making
it less desirable for many information retrieval applications where the main interest is in
the top ranked elements. A small example of the application of the ranking error is given
in Table 3.2.

Table 3.2: Six labeled objects are given. An algorithm has provided a value for ranking
the objects. The predicted order is then: B, A, C, E, D, F. Of fifteen possible comparisons,
two pairs are in the wrong order, thus the ranking error equals 2/15.

Object Label Prediction
A 10 0.59
B 9 0.72
C 8 0.41
D 6 -0.13
E 3 -0.02
F 1 -1.7

25



3.4.2 Precision and recall

In information retrieval settings, objects, such as text files, are often only denoted as
relevant or not relevant. Of a collection C, a fraction π of the elements is considered
relevant. Our algorithm selects a fraction t ∈ [0, 1] of the elements from C, of which a
smaller fraction h(t) ∈ [0, t] is truly relevant. This is shown conceptually in Figure 3.3.

In this framework, when performing a selection of objects that are thought to be relevant
based on a value that was predicted by an algorithm, we have two important performance
measures: recall and precision. Recall is defined as the probability of detecting an item,
given that it is relevant while precision is defined as the probability that an item is
relevant, given that it is detected by the algorithm. Based on the given notation the
precision and recall can both be defined based on the fraction of selected objects t:

r(t) =
h(t)

π
, (3.22)

p(t) =
h(t)

t
. (3.23)

Typically, r(t) will increase with t, while p(t) decreases. It is desirable to both have a
high recall as well as a high precision, though both are entwined in a relation called the
recall-precision trade-off:

p(t) =
πr(t)

t
, (3.24)

which can be shown using some elementary Bayesian probability. This shows that an
algorithm cannot optimize both precision and recall by changing the number of selected
objects.

Though precision and recall are some of the most important notions in information re-
trieval, they are usually not directly used as performance measures, as two values have
to be taken in account and they are dependent on the fraction of relevant objects and
the number of withhold elements. Instead, they are used to build other performance
measures.

3.4.3 Average precision

The trade-off between recall and precision means that both of them must be considered
simultaneously for evaluating and comparing ranking algorithms. The average precision
(AveP) is a popular measure that takes both in account. It is defined as

AveP =

∫ 1

0

p(r)dr. (3.25)

In practice one uses its discrete counterpart:

AveP =
n∑
k=1

p(r)∆r, (3.26)

with k the rank in the sequence of the n objects and ∆r the change in recall. Average
precision is perhaps somewhat less intuitive. An algorithm that can perfectly distinguish
relevant from irrelevant objects will have AveP=1, while random selection has AveP=π.
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Figure 3.3: A collection C contains a fraction π of relevant elements. The algorithm selects
a fraction t ∈ [0, 1] of the elements from C, of which only a smaller fraction h(t) ∈ [0, t]
is truly relevant. After [116].

3.4.4 ROC and CROC curves

Receiver Operating Characteristics (ROC) curves [25] are widely used for evaluating the
performance of binary classification or ranking. A ROC curve plots the true positive rate
in function of the false positive rate. The true positive rate is defined as the number
of positive relevant objects selected by the algorithm divided by the total number of
positive instances and is equal to the recall. Likewise, the false positive rate is the
number of relevant objects that were selected divided by the total number of negative
objects. Discrete classifiers directly return a label appear as point on this plot, while
algorithms that return a real value that is used for ranking the objects or classification
with a certain threshold form the curves in question. For example, a random classifier
would appear as the first bisector, while any realistic ranker or classifier would lie above
this line. The ROC curve is, in contrast to a precision-recall curve, insensitive to the
class distribution, making it suitable for many problems with class skew.

A statistic that can be derived from the ROC curve is the area under the ROC (AUC),
of which the ranking error can be seen as an extension for ordinal labels. Since any ROC
curve lies within a unity square, the AUC is a real value from the interval [0,1]. Any ranker
better than random has an AUC > 0.5. The AUC has also a probabilistic interpretation
as it is equal to the probability that the classier will rank a randomly chosen positive
instance higher than a randomly chosen negative instance. It is also equivalent to the test
statistic for the Wilcoxon test of ranks. It is also very related to the average precision
and the Gini coefficient.

Swamidass et al. (2010) make an interesting addition to the ROC curve, called, the
concentrated ROC or CROC curve. Since only the first part of the ranking is considered
in many applications, only the first part of the ROC curve is relevant. Sections of interest
are ’magnified’ by performing a nonlinear transformation to the x-axis, usually with a
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concave down function4 with one parameter to tune. Consequently they also define the
area under the CROC curve, though it should be noted that the probabilistic intuition
is lost.

3.4.5 Discounted cumulative gain

The normalized discounted cumulative gain (nDCG) is a measure that can deal with the
ordinal nature of the label and puts more relevance on the objects higher in the ranking.
The drawback of this measure is that we have to set a parameter p, the position for which
the rank is calculated. The discounted cumulative gain at position p (DCGp) is defined
as:

DCGp = rel(1) +

p∑
i=2

relq(i)

log2 i
, (3.27)

where rel(i) denotes the relevance (usually the ordinal label). This measure is scaled
using an ideal DCG, IDCGp to become the nDCG:

nDCGp =
DCGp

IDCGp

. (3.28)

The nDCG is a value of the interval [0,1] and can be used to compare different queries.

3.5 Cross validations and testing in relational learn-

ing

A correct testing procedure is a very important part of the learning phase, it assesses the
ability of the model to generalize to new data and allows for an optimal model selection.
Though testing is by no means a simple matter when dealing with inferences about single
objects [34], in this section we will discuss some important issues when evaluating models
for relations of objects.

In a classical machine learning scheme one usually wants to build a model using a dataset
of N instances where each instance has p features and a label. Thus the data can be
represented as an N × (p + 1) matrix. Since the training error is an underestimation of
the test error or generalization error an independent data set is needed to evaluate the
model. The most simple case is to randomly withhold a part of the data, for example a
quarter, for testing while the remainder is used for training a model as indicated in Figure
3.4. A more advanced setting is K-fold cross validation, where the data is divided in K
parts, for which every part is used for testing a model built using the K − 1 remaining
parts. This guarantees that every instance is used for both training and testing. The
logical extreme of K-fold cross validation is leave-one-out cross validation, where each
of the N instances is withheld once for testing. Though this is usually computationally
intensive, it is a very good estimation for the test error of a model built with the whole
data set.

4A function is concave down over a certain interval iff its derivative function is monotonically decreas-
ing on that interval.
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Figure 3.4: The most simple way to correctly test the performance of a model is to
randomly withhold a part of the data set (orange) for evaluating a model build using the
remainder of the data (blue).

Testing is somewhat more complicated when dealing with relations between objects. Let
us consider the case of inferring a relation between two different types of objects, the data
set contains N1 objects of the first kind and N2 objects of the second kind and labels
are known for all combinations. The labels can thus be more naturally represented as a
matrix rather than a vector, as was the case when learning properties about individual
objects. Depending on the way the test set is sampled, we consider four cases, which we
denote, somewhat lazily, as α, β, γ and δ:

• α: both objects in the testing instance were encountered in the training phase but
never as a pair. This model is tested for its ability to make predictions about new
combinations of known objects.

• β: the first kind of object is already used for training the data but the second one
is previously unseen. This is expected to be a harder problem to learn than α.

• γ: similar as β but now only the second kind of objects is new during testing. If the
problem is monadic, e.g. there is only one type of objects, β and γ are equivalent.

• δ: both objects used for testing were not encountered during training. There are
two reasons why this is probably the hardest case to learn. Firstly, the model has
to deal with two objects that are new and, secondly, because a relatively large part
of the data has to be omitted. This is because the pairs that have one element in
common with either the training or test set cannot be used.

These cases are depicted in Figure 3.5. A practical use of a model will likely have to deal
with a combination of the above settings, but for some applications it might be of use to
consider the one that is of most relevance. For example, when a researcher is investigating
the effect of some pharmaceutical compounds on different types of cell cultures, she may
choose to test only a subset of the possible combinations, using a model to infer the
value of the other combinations. Here the setting α is of the most importance. On the
other hand, if she would like to use her model to predict the effect of novel compounds
discovered by the chemistry department, setting β will be of more importance.

Things complicate even further when dealing with conditional ranking. Testing can also
be classified in the four settings of above, but for the dyadic setting it could also make
a big difference which of the two objects are used as query. As a rule, it is clear which
type is used to query and which serves as database objects, but the conditional ranking
framework described in Section 3.3 is symmetric in the sense that it can always be used
in both ways. This is the reason why the user should be warned that there might be a
big difference in performance depending on the choice of query type.
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Figure 3.5: The four cases of sampling a test set. Blue stands for training pairs, orange
are testing pairs and pairs in red cannot be used in this setting.
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Chapter 4

Functional ranking of enzymes

4.1 Introduction

Enzymes are proteins that catalyze almost all chemical reactions in a cell, thus making
life possible. They play key roles in all molecular functions of an organism from anabolism
to catabolism, signal transduction and cell death. Therefore, they are important subjects
of interest in medicine, biotechnology and industry for disease detection, drug design
and optimization of biochemical processes. Knowing the enzymes of an organism is
understanding a large part of its chemistry. Despite it being generally accepted that the
structure of an enzyme determines its function [97], predicting the biological function of
enzymes remains extremely challenging [19].

The Enzyme Commission (EC) functional classification is commonly used to subdivide
enzymes into functional classes. EC numbers adopt a four-label hierarchical structure,
representing different levels of catalytic detail. Importantly, this representation focuses
on the chemical reactions that are performed and not on the enzymes themselves, since it
is possible for two very different enzymes to have the same EC number, or for two similar
enzymes to have a completely different EC number [99]. In addition to the EC number,
many other classifications for enzyme function exist, such as the Gene Ontology [7],
the Transporter Classification [82] and classifications derived from known databases like
KEGG [44] and EcoCyc [47]. These classifications are not considered in this article, but
our methodology could be easily extended to such settings as well.

Roughly speaking, existing methods for automated assignment of EC numbers fall in
two main categories: unsupervised and supervised approaches. Unsupervised approaches
heavily rely on the notion of similarity, defined at the sequence level or structure level
of enzymes. A lot of effort has been spent in the last decade on defining similarity
measures that reflect the function of enzymes. At the sequence level, one can apply
tools depending on global sequence homology (such as BLAST and PSI-BLAST) or local
sequence homology to detect motifs indicative for function. If the enzyme structure is
available, one might expect to obtain more information with respect to the function of
enzymes, resulting in better but more complex similarity measures [52, 22, 23, 67].

Moreover, substrate or ligand recognition is tightly connected with the shape of the
enzyme’s active site, which is commonly found as a deep and large cleft in a protein’s
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surface [55]. Hence, emerging tools for protein comparison use structural information
of binding sites. These methods are of particular interest in the research domain of
drug discovery [75]. They are designed to detect similarities that cannot be found using
traditional sequence- and fold-based methods, e.g. where physicochemical recognition
features of a binding pocket are conserved despite low sequence similarity. Approaches
based on binding sites not only provide a complementary notion of protein family [111],
but are also able to detect similarities of binding sites for unrelated proteins [110]. In
this chapter we will focus on five state-of-the-art structure-based similarity measures,
described more thoroughly in Section 4.2.1.

Once a similarity measure has been computed to compare and discriminate enzymes, one
can construct a basic enzyme retrieval system by returning for a given enzyme query a
ranking of enzymes in the database, ranging from the most similar enzyme to increasingly
dissimilar enzymes. As similarity measures are often defined independent of the EC
numbers, we call this type of ranking the unsupervised approach. Hence it does not
guarantee retrieval of enzymes having a similar function with respect to the enzyme query.
Therefore, supervised learning algorithms have been applied for automatic EC number
assignment. If the hierarchical information in the EC number is ignored, one arrives at a
standard multi-class classification problem, for which a wide variety of algorithms can be
employed - see e.g. [17]. Additionally, more specific hierarchical classification methods
can take hierarchical information into account – see e.g. [81, 5]. Similar to multi-class
classification methods, they are not capable of detecting new enzyme functions because
predictions are restricted to those occurring in the training dataset [12].

In our framework we circumvent this bottleneck by reformulating EC number assignment
as an information retrieval problem where enzymes can be interpreted as search queries –
see e.g. [112]. Instead of predicting an EC number for enzymes with unknown function,
we rather intend to find enzymes in a database that have the same or similar function as
the query enzyme. This has the advantage that we can obtain meaningful results even
if an enzyme with a novel function is encountered. Moreover, a ranking provides end
users with an easily understandable view of the results. We consider specialized ranking
algorithms for inferring such rankings in a supervised manner.

4.2 Material and methods

4.2.1 Similarity measures for enzymes

Though enzyme structure determines its function, one believes that the exact catalytic
properties of enzymes are characterized by a few specific amino acid residues in the active
center rather than the global fold [61]. Consequently, in order to model enzyme function,
features that describe the catalytic site are needed. Such features are calculated on the
largest cleft of the enzyme. Our work builds upon CavBase [86], a database system for
the fully automated detection and extraction of protein binding pockets from experimen-
tally determined protein structures (available in the database PDB). In CavBase, labeled
points in the 3-D space are used as a first approximation to describe a binding pocket.
The database currently contains 113,718 hypothetical binding pockets that have been ex-
tracted from 23,780 publicly available protein structures using the LigSite algorithm [36].
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The geometrical arrangement of the pocket and its physicochemical properties are first
represented by predefined pseudocenters, i.e. spatial points that represent the center of
a particular property. Pseudocenters can be regarded as compressed representations of
areas on the cavity surface where certain protein-ligand interactions are experienced. The
type and the spatial position of the centers depend on the amino acids that border the
binding pocket and expose their functional groups. They are derived from the protein
structure using a set of predefined rules [86]. Possible types of pseudocenters considered
here are hydrogen-bond donor, acceptor, mixed donor/acceptor, hydrophobic aliphatic
and aromatic properties. The following five similarity measures were analyzed in our
work.

Labeled point cloud superposition (lpcs) [26]. This measure operates on labeled
point clouds, hence the CavBase data can be used directly without a need for transforming
it into another representation. Intuitively, two labeled point clouds are similar if they
can be spatially superimposed. By fixing the first and moving the second one in a proper
way (as a whole, without changing the internal arrangement of points), an approximate
superposition of the two structures is obtained. More specifically, we will say that two
point clouds are well superimposed if, for each point in one of the structures, there exists
a point in the other cloud which is spatially close and has the same label. This concept is
used to define a fitness function which is maximized using a direct search approach [10].
The obtained maximal fitness is taken as the similarity between two labeled point clouds.
A similar measure was also proposed in Hoffmann et al. (2010), though here a convolution
is considered to obtain similarities between the point clouds.

Maximum common subgraph (mcs) [13] Using this measure, the original represen-
tation in the form of a labeled point cloud must be transformed into a node-labeled and
edge-weighted graph in a preliminary step. Each pseudocenter is becoming a node la-
beled with the corresponding physicochemical property. To capture geometry, a complete
graph is considered, where each edge is weighted with the Euclidean distance between
the two pseudocenters it is adjacent to. Measuring similarity between protein binding
sites then boils down to measuring similarity between graphs. A well-known approach
here is to search for the maximum common subgraph (mcs) of the two input graphs and
to define similarity as the ratio of size of mcs and the size of the larger graph. In case of
noisy data, a threshold ε is required, defining two edges as equal if their weight differs as
most by ε. In this case study, is the parameter set to 0.2 Å.

Cavbase (cb) similarity [86]. CavBase is also employing an algorithm for the detection
of common subgraphs. Here the 100 largest common subgraphs are considered, instead
of considering the largest common subgraph, as done in the case of mcs. Each common
subgraph is defining a superposition of the complete protein binding sites. For each of
the 100 superpositions, the surface points are taken into consideration and used to define
a similarity value in a post-processing step, leading to a much finer model. Eventually,
a set of 100 similarity values is obtained, from which the highest value is returned as
similarity between the two protein binding sites.

Fingerprints (fp) Fingerprints are a well-known concept and were already used suc-
cessfully for comparison of protein binding sites (cf. Fober et al. (2009)). Here a new
definition of fingerprint is used and is described as follows: All possible triangles (com-
plete node-labeled and edge-weighted graphs of size 3) are derived from a protein binding
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site so that the edge-weight giving the distance between the adjacent pseudocenters is not
shorter than 3 Å and not longer than 14 Å. In addition, the triangle inequality has to be
fulfilled. Decoded as a hash-key with the respective physicochemical property, perimeter
and enclosed area, this leads to a set of 14,280 features, thus, to a binary vector of this
size for each protein binding site. On these fingerprints a kernel matrix was constructed
by means of the Tanimoto kernel [58].

Weighted fingerprints (wfp) To make the fingerprints more rich in information, in-
dividual bits were rescaled using a detailed statistic comprising the whole information
stored in the CavBase. This leads to higher weights for rare physico chemical property
combinations and lower weights for the bits of very common physicochemical properties.
For comparison, still the Tanimoto kernel is used. To obtain the (weighted) bit repre-
senting a triplet (p1, p2, p3), the following procedure is applied: First n1,2,3 is determined,
giving the number of occurrences of the triplet (p1, p2, p3) in the binding site under con-
sideration. Moreover, let N1,2,3 denote the number of occurrences of that triplet, and let
N be the number of all triplets in CavBase. The bit is then subsequently obtained as
n1,2,3(1−N1,2,3/N).

4.2.2 Unsupervised ranking

We benchmark our algorithm against a simple unsupervised procedure for retrieval of
enzymes. Given a specific enzyme query and one of the above similarity measures, a
ranking is constructed by computing the similarity between the query and all other en-
zymes in the database. Enzymes having a high similarity to the query appear on top of
the ranking, those exhibiting a low similarity end up at the bottom. More formally, let
us represent the similarity between two enzymes by K : V2 → R, where V represents the
set of all potential enzymes. Given the similarities K(v, v′) and K(v, v′′) we compose the
ranking of v′ and v′′ conditioned on the query v as:

v′ �v v′′ ⇔ K(v, v′) ≥ K(v, v′′). (4.1)

This approach follows in principle the same methodology as a nearest neighbor classifier,
but rather a ranking than a class label should be seen as the output of the algorithm.

The quality of the obtained ranking can be evaluated by comparison with a ground truth
ranking that is based on the EC numbers of the enzymes in the ranking (provided that
their EC numbers are known). This ground truth ranking can be deduced from the
catalytic similarity (i.e. ground truth similarity) between the query and all database
enzymes. To this end, we count the number of successive correspondences from left
to right, starting from the first digit in the EC label of the query and the database
enzymes, and stopping as soon as the first mismatch occurs. For example, an enzyme
query with number EC 2.4.2.23 has a similarity of two with a database enzyme labeled
EC 2.4.99.12, since both enzymes belong to the family of glycosyl transferases. The same
query manifests a similarity of one with an enzyme labeled EC 2.8.2.23. Both enzymes
are transferases in this case, but they show no further similarity in the chemistry of
the reactions to be catalyzed. Figure 4.1 visualizes a few more examples. Thus, when
returning a ranking, it is expected that the top of the results contains proteins having all
four numbers in common with the query, followed by those for which only the first three
are equal, etc.
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Figure 4.1: Six enzyme structures are shown, five of which have a known EC number.
For these their catalytic similarity relation Q can be calculated as depicted on the edges
of the graph. Each of the five labeled enzymes can be used for the conditional ranking
of the other four. The model we present allows us to infer the ranking of the labeled
enzyme conditioned on the unlabeled enzyme based on structural similarity.

More formally, let us represent the catalytic similarity (i.e., ground truth similarity)
between two enzymes by a relation Q : V2 → {0, 1, 2, 3, 4}. Given the relations Q(v, v′)
andQ(v, v′′) we compose similar to (4.1) the ground-truth ranking of v′ and v′′ conditioned
on the query v as:

v′ �v v′′ ⇔ Q(v, v′) ≥ Q(v, v′′). (4.2)

As a result, an entire ground truth ranking of database enzymes with known EC numbers
can be constructed. The ranking obtained with unsupervised or supervised learning algo-
rithms can be compared to the ground truth ranking by applying performance measures
that are commonly used in information retrieval. In our experiments we consider four
well-known performance measures, as discussed in Section 4.3.

4.2.3 Supervised ranking

In contrast to unsupervised ranking approaches, supervised algorithms do take ground-
truth information into account during a training phase. We perform experiments with
conditional ranking algorithms, see section 3.3, using the RankRLS implementation [71].
Let us introduce the short-hand notation e = (v, v′) to denote a couple consisting of a
query v and a database enzyme v′. RankRLS produces a linear basis function model of
type:

h(e) = h(v, v′) = 〈w,Φ(e)〉, (4.3)

35



in which w denotes a vector of parameters and Φ(e) an unspecified feature representation
for the couple e = (v, v′). RankRLS differs from more conventional kernel-based methods
because it optimizes a convex and differentiable approximation of the rank loss (i.e.,
area under the ROC curve) instead of zero-one loss. Together with the standard L2
regularization term on the parameter vector w, the following loss is minimized:

L(h, T ) =
∑
v∈V

∑
e,ē∈Ev

(Qe −Qē − h(e) + h(ē))2. (4.4)

given a training set T = {(e,Qe)|e ∈ E}, where Qe = Q(v, v′) denotes the ground truth
similarity as defined above, E the set of training query-object couples for which ground-
truth information is available and Ev the subset of E containing results for the query
v. The outer sum in Equation 4.4 takes all queries into account, the inner sum analyzes
all pairwise differences between the ranked results for a given query. Pahikkala et al.
[73] show how this loss can be minimized in a computationally efficient manner, using
analytic shortcuts and gradient-based methods.

According to the representer theorem [87], one can rewrite equation (4.3) in the following
dual form:

h(e) = 〈w,Φ(e)〉 =
∑
e∈E

KΦ(e, ē). (4.5)

with KΦ(e, ē) a kernel function defined over four enzymes. We adopt the Kronecker
product feature mapping containing information on couples of enzymes:

Φ(e) = Φ(v, v′) = φ(v)⊗ φ(v′), (4.6)

where φ(v) is a feature mapping of an individual enzyme. One can easily show that
this pairwise feature mapping yields the Kronecker product pairwise kernel in the dual
representation:

KΦ(e, ē) = KΦ(v, v′, v̄, v̄′) = Kφ(v, v̄)Kφ(v′, v̄′), (4.7)

with Kφ a traditional kernel defined over enzymes. Specifying a universal kernel for Kφ

leads to a universal kernel for KΦ [109], meaning that in principle this type of kernels
allow modeling arbitrary binary relations. This kernel has been introduced by [9] for
modeling protein-protein interactions.

Using the above construction, all similarity measures discussed in Section 4.2.1 can be
converted into kernels of type Kφ, provided that they are symmetric and positive definite.
We simply enforced symmetry by averaging the similarity matrix with its transpose.
Subsequently, we made the similarity matrix positive definite by performing eigenvalue
decomposition and setting all negative eigenvalues to zero. Since this procedure was
performed on the whole dataset, one arrives at a so-called transductive learning setting.
Minor adjustments would obtain a more traditional inductive learning setting. Remark
that overfitting is prevented when applying this procedure, since the EC numbers of the
enzymes in the dataset are ignored.

4.2.4 Experimental setup

Our models were build and tested using a dataset of 1730 enzymes with known protein
structures. All the enzyme structures had a resolution of at least 2.5 Å, they had a
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binding site volume between 350 and 3500 Å
3
, and they were fully EC annotated. For

evaluation purposes our database contained at least 20 observations for every EC number,
leading to a total of 21 different EC numbers comprising members of all 6 top level codes.
Abundances are summarized in Table 4.1 and a heat map of the catalytic similarity of
the enzymes is given in figure 4.2. It can be seen that we are covering a wide variety
of metabolic functions. Of all the combinations of enzymes the similarities described in
Section 4.2.1 were calculated.

The dataset was randomized and split in four equal parts. Each part was withheld as a test
set while the other three parts of the dataset were used for training and model selection.
This process was repeated for each part so that every instance was used for training
and testing (thus, four-fold outer cross-validation). In addition, a 10-fold inner cross
validation loop was implemented for estimating the optimal regularization parameter λ,
as recommended by [101]. The value of the hyperparameter was selected from a grid
containing all the powers of 10 from 10−4 to 105. The final model was trained using the
whole training set and the median of the best hyperparameter values over the ten folds.
We used the implementation RLScore in Python to train the models.

Figure 4.2: Heatmap of the catalytic similarity between the enzymes in the analyzed
dataset. Rows and columns are ordered as in Table 1
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Table 4.1: List of the 21 EC numbers with their accepted name and how many of each
class are used.

EC number accepted name #

EC 1.1.1.1 alcohol dehydrogenase 28
EC 1.1.1.21 aldehyde reductase 50
EC 1.5.1.3 dihydrofolate reductase 24
EC 1.11.1.5 cytochrome-c peroxidase 131
EC 1.14.15.1 camphor 5-monooxygenase 78
EC 2.1.1.45 thymidylate synthase 48
EC 2.1.1.98 diphthine synthase 77
EC 2.4.1.1 phosphorylase 72
EC 2.4.2.29 tRNA-guanine transglycosylase 49
EC 2.7.11.1 non-specific serine/threonine enzyme kinase 142
EC 3.1.1.7 acetylcholinesterase 39
EC 3.1.3.48 enzyme-tyrosine-phosphatase 86
EC 3.4.21.4 trypsin 229
EC 3.4.21.5 thrombin 210
EC 3.5.2.6 β-lactamase 39
EC 4.1.2.13 fructose-bisphosphate aldolase 25
EC 4.2.1.1 carbonate dehydratase 280
EC 4.2.1.20 tryptophan synthase 40
EC 5.3.1.5 xylose isomerase 32
EC 5.3.3.1 steroid ∆-isomerase 22
EC 6.3.2.1 pantoate-β-alanine ligase 29

4.3 Results and Discussion

Table 4.2 gives a global summary of the results obtained for the unsupervised and the
supervised ranking approach, respectively. All models score relatively well for all the
performance measures. After performing some very brief data exploration we discuss the
reasons for the performance gains obtained with supervised ranking and the influence of
the kernel function and the performance measure in this regard.

4.3.1 The power of the rough data

To the credit of the the calculated similarities, unsupervised ranking is already quite
powerful in its own right! To quickly assess the information hidden in these kernels we
performed a kernel principal component analysis (PCA) and a hierarchical clustering in
the kernel space.

We compare the kernel PCA of the CavBase similarity, the best unsupervised performer,
with the weighted fingerprints kernel, the worst unsupervised ranking measure. This
is given in Figures 4.3 and 4.4. The other three measures gave rise to clearly different
plots, implying that the different kernels where not equivalent. It is clear that even in
a low number of dimensions the broadest classes of enzymes form clearly distinguishable
groups. In contrast, the weighted fingerprints form somewhat more messy clusters, but it
is clear that there is a pattern relevant to the EC number in the data. This explains why
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Table 4.2: A summary of the results obtained for unsupervised and supervised ranking
(above and below double horizontal line, respectively). For each combination of model,
kernel and performance measure, the average of the value over the different queries and
folds is given by the standard deviation between parentheses. In every row the best
ranking model is marked in bold, while the worst model is indicated in italic.

cb fp wfp NC lpcs
RA 0.9062 (0.0603) 0.8815 (0.0689) 0.8467 (0.0884) 0.8923 (0.0692) 0.8877 (0.0607)
MAP 0.9321 (0.1531) 0.7207 (0.235) 0.2836 (0.2132) 0.8846 (0.1578) 0.7339 (0.2074)
AUC 0.9636 (0.0795) 0.8655 (0.1387) 0.7527 (0.1468) 0.9393 (0.0919) 0.8794 (0.1126)
nDCG 0.9922 (0.0329) 0.9349 (0.1424) 0.3202 (0.3282) 0.9812 (0.0498) 0.9471 (0.1112)

RA 0.9951 (0.017) 0.995 (0.015) 0.9981 (0.01) 0.9944 (0.0112) 0.9952 (0.0156)
MAP 0.9991 (0.0092) 0.9954 (0.0432) 0.9981 (0.0167) 0.9989 (0.0076) 0.9835 (0.0797)
AUC 0.9976 (0.0005) 0.9967 (0.0184) 0.9975 (0.0016) 0.9975 (0.0024) 0.9934 (0.0368)
nDCG 0.9968 (0.0171) 0.9942 (0.0424) 0.9979 (0.0173) 0.987 (0.0398) 0.9812 (0.0673)

using supervised learning can make the weighted fingerprints a very valuable similarity!

In Figures 4.5 and 4.6 a clustering in the Hilbert space is given for 75 randomly selected
enzymes. Both measures could not only separate the large groups but also seem to cluster
some finer catalytic similarities together.

4.3.2 The benefits of supervised ranking

One can observe that supervised ranking outperforms unsupervised ranking for all four
performance measures and all five kernels. The statistical significance of the differences
was confirmed by a paired Wilcoxon test and a conservative Bonferroni correction for
multiple hypotheses testing (p < 10−6). Moreover, for all kernels and performance mea-
sures, supervised ranking decreases the standard deviation of the error, implying that the
models become more stable.

Three important reasons can be put forward for explaining the improvement in perfor-
mance. First of all, the traditional benefit of supervised learning plays an important role.
One can expect that supervised ranking methods outperform unsupervised ranking meth-
ods, because they take ground-truth rankings into account during the training phase to
steer towards retrieval of enzymes with a similar EC number. Conversely, unsupervised
methods solely rely on the characterization of a meaningful similarity measure between
enzymes, while ignoring EC numbers.

Second, we also advocate that supervised ranking methods have the ability to preserve
the hierarchical structure of EC numbers in their predicted rankings. figure 4.7 supports
this claim. It summarizes the values used for ranking one fold of the test set obtained
by the different models. So, for supervised ranking it visualizes the values h(v, v′), for
unsupervised ranking it visualizes K(v, v′). Each row of the heatmap corresponds to one
query. For the supervised models one notices a much better correspondence with the
ground truth given in figure 4.2. Furthermore, the different levels of catalytic similarity
can be better distinguished1. In addition, an example of the distributions of the predicted

1Note that all the unsupervised heatmaps are symmetric, because they visualize a subset of the
distance matrices. Conversely, the supervised heatmaps are approximately symmetric, since rankings
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vrijdag, 11 mei 2012

Figure 4.3: Kernel principal component analysis of the CavBase similarity of the enzymes
given as a biplot and a triplot. Enzymes, depicted as the points, are colored according
to the first digit of their EC number.

values within one query is visualized in figure 4.8 by means of box plots, illustrating again
that supervised models establish a better separation of the different levels of similarity to
the query enzyme. In this example no quartiles are overlapping in any supervised model,
unlike the unsupervised approach, which only detects a good ranking for exact matches
(i.e., enzymes having an EC number identical to the query).

A third reason for improvement by the supervised ranking method can be found in the
exploitation of dependencies between different similarity values. Roughly speaking, if
one is interested in the similarity between enzymes v and v′, one can try to compute
the similarity in a direct way, or derive it from the similarity with a third enzyme v′′.
In the context of inferring protein-protein interaction and signal transduction networks,
both methods are known as the direct and indirect approach, respectively [104, 29].
We argue that unsupervised ranking boils down to a direct approach, while supervised
ranking should be interpreted as indirect. Especially when the kernel matrix contains
noisy values, one can expect that the indirect approach allows for detecting the back bone
entries and correcting the noisy ones.

4.3.3 Differences between kernels

In the unsupervised case both measures based on fingerprints show the least structure,
the CavBase similarity seems to have the clearest structure while lpcs and mcs are in
between. The good performance of CavBase can be explained easily since CavBase is
using additional information which leads a a much finer model of the protein binding
site. Measures as mcs and lpcs must perform calculations without having this informa-

are inferred row by row.
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Figure 4.4: Kernel principal component analysis of the weighted fingerprints similarity of
the enzymes given as a biplot and a triplot. Enzymes, depicted as the points, are colored
according to the first digit of their EC number.

tion. However, they are still able to produce meaningful similarities. The measures based
on fingerprints cause the highest loss of information, since only a set of local patterns
is considered, whereas information about the global structure is lost. Therefore, these
measures lead to the poorest result.
It is interesting to note that the weighted fingerprints produce one of the better models in
the supervised case despite it being by far the worst datatype for using for unsupervised
ranking. This suggests the weighted fingerprints are rich in information but need training
(basically a rescaling) to be useful for ranking. The labeled point cloud superposition
on the other hand is one of the worst models supervised, while it was a relatively good
measure for the unsupervised ranking. To test whether there was a statistical difference
between the different models a paired Wilcoxon signed rank test was used on all the com-
binations of supervised rankers for the ranking accuracy. Using a conservative Bonferroni
correction for multiple testing we found a significant difference between all the models
except for the fingerprints and labeled point cloud superposition.

4.3.4 Differences between performance measures

Since no consensus concerning performance measures exists in the information retrieval
literature, we evaluated our algorithms on four well-known performance measures, each
having different properties that are relevant in some way. First of all, we considered the
ranking accuracy (RA), which is defined as follows:

RA = 1− 1

|V |
∑
v∈V

1

|{Ev : ye < yē}|
∑

e,ē∈Ev :ye<yē

I(h(e)− h(ē)), (4.8)
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Figure 4.5: Hierarchical kernel clustering of 75 randomly chosen enzymes using the kernels
based on the CavBase similarity.

with I(x) the Heaviside function, returning one when its argument is positive, zero when
its argument is negative and 1/2 when its argument is zero. Recall that the ranking
accuracy can be considered as a generalization of the area under the ROC curve for more
than two ordered classes [107].

Our interest in the ranking accuracy is fueled by two reasons. Unlike the other measures
we consider, it analyzes all levels of the EC hierarchy to determine the performance of
different algorithms. In our setting predicted rankings can be interpreted as layered or
multipartite rankings – see e.g. [106, 28]. Enzymes with exactly the same EC number as
the query should appear on top of the predicted ranking, followed by enzymes that share
with the query the first three parts of the EC number, and so on. In this way, five layers
are maintained in the most general case for a ranking, ranging from all four parts of the
EC number identical to none of the four parts identical. The ranking accuracy preserves
this hierarchical structure by counting all pairwise comparisons.

As the second reason of interest, the ranking accuracy is also optimized by the RankRLS
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Figure 4.6: Hierarchical kernel clustering of 75 randomly chosen enzymes using the kernels
based on the weighted fingerprints similarity.

software, using the convex and differentiable approximation given in equation 4.4. This
loss function forms one of the main building blocks of our supervised ranking approach,
and it characterizes the most important difference with other kernel-based algorithms
for biological network inference, resulting in an information retrieval setting instead of a
more traditional network inference setting.

In general one cannot expect that a single learning algorithm can be optimal for different
performance measures at the same time. Since our approach is designed for maximizing
the ranking accuracy, it can be dominated by other algorithms if other performance mea-
sures are analyzed. However, since the ranking accuracy is not generally known in bioin-
formatics, we also evaluated our algorithms using three more conventional performance
measures that are commonly considered for bipartite rankings (i.e., rankings containing
relevant versus irrelevant enzymes). These three measures are the area under the ROC
curve (AUC), mean average precision (MAP) and normalized discounted cumulative gain
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Figure 4.7: Heat maps of the values used for ranking the database during one fold in the
testing phase. Each row of the heat map corresponds to one query. This figure can be
compared with the ground truth of Figure 4.2

(nDCG). For AUC and MAP all ground-truth rankings had to be converted to bipartite
rankings, leading to a decrease in granularity in performance estimation. We chose a
cut-off threshold of three in ground-truth similarity: a retrieved enzyme is relevant to the
enzyme query if at least the first three parts of its EC number are identical to the query.
Figure 4.9 shows the ROC curves that are obtained by applying this cut-off threshold.
Again a clear improvement is observed for the supervised methods, resulting in AUCs
that almost reach the theoratical optimum of one. This can be motivated by the fact that
the AUC is strongly related to the ranking accuracy (similar to ranking accuracies, AUCs
were computed as an average over all queries). Moreover, even in the unsupervised case,
the AUCs are relatively high. Such a result is in fact not very surprising, given that all
analyzed kernels have been introduced in contexts where similar performance measures
were considered.

Nonetheless, one can observe that different kernels end up as winner for different per-
formance measures. Differences become most visible when taking a closer look at MAP
and nDCG (Table 4.2). Especially for the weighted fingerprints combined with the un-
supervised method, the performance strongly decreases. As two key advantages, nDCG
can deal with the hierarchical structure of EC an number and it puts more relevance
on the objects higher in the ranking. The drawback of this measure is that one needs
to set a parameter specifying the position for which the rank is calculated. In this case
this position was set equal to ten, meaning that we are particularly interested in the ten
highest ranked enzymes.
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Figure 4.8: The values used for ranking the database for one random chosen enzyme
query. The top five plots show the unsupervised model, while the bottom five plots show
the supervised model. The predicted values are divided in populations according to the
similarity label with the query enzyme.

4.4 Conclusion

In this chapter we reformulated EC number assignment for enzymes as an information
retrieval problem. Instead of assigning an EC number to enzymes with an unknown
function, our approach predicts a ranking of enzymes that are expected to have a similar
function as the target enzyme query. In this way our approach is capable of extracting
meaningful information for novel enzymes that can exhibit rare or new functions.

We showed that retrieval of enzymes w.r.t. functionality can be substantially improved by
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applying a supervised ranking method that takes advantage of ground-truth EC numbers
during the training phase. Supervised ranking outperformed unsupervised ranking in a
consistent manner for all kernels and performance measures we considered. While the
unsupervised approach succeeded quite well in returning exact matches to a query, the
hierarchical structure of EC numbers was better preserved in the rankings predicted by
the supervised approach. As such, supervised ranking can be interpreted as a correction
mechanism for existing unsupervised methods that rely on the notion of similarity.
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Figure 4.9: ROC curves obtained by means of unsupervised (left) and supervised (right)
ranking. An enzyme is considered positive if the first three parts of its EC number are
identical to those of the query.
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Chapter 5

Protein ligand interactions

5.1 Introduction

The development of new drugs is not a process that only happens in laboratories these
days. Computational methods permeate all aspects of drug discovery [42]. Bioinformatics
is excessively used to determine potential targets for drugs to work on [89] and algorithms
are used for screen databases of compounds in search for interesting leads which can be
used for subsequent research. This is usually done by docking, where one attempts to
estimate the binding energy between a protein and a chemical compound [60]. Since it
rarely happens that an unmodified natural compound or single chemical structure could
end up as a drug, subtle modifications have to be added to optimize the pharmacokinetic
properties, aided by computational chemistry.

Techniques from machine learning and artificial intelligence are already widely applied in
the pharmaceutical sciences [18], for example to predict ADME properties1 of molecules [84].
In this chapter we will apply some techniques from Chapters 2 and 3 to a problem related
to drug design and docking. We will use binary classification and conditional ranking for
this task. Our goal is to learn a model that can be used for docking, allowing us to screen
a protein database with a ligand or a ligand database with a protein. We have features
for proteins and ligands and a docking set at our disposal as input for our algorithm. One
of the questions that arise is how a statistical model can compete with or complement a
classical docking.

In this case study we will focus on kinases, a diverse family of proteins that can transfer
phosphate groups to molecules and other proteins. Kinases are involved in many biological
processes, mainly by allowing communication in and between cells and thus form very
important targets for drugs [59]. Studies have shown that when a compound can bind
to the active site of a kinase, it often shows an inhibitory effect [3]. This shows that
kinases are not only attractive targets due to their importance in specific processes, but
also because they can potentially be turned off. Our framework could also prove to be
very useful because issues such as specificity and selectivity of the compound is naturally
incorporated in the framework.

1ADME stands for absorption, distribution, metabolism and excretion and are the most important
physiochemical properties that determine whether a molecule could show any bioactivity in vivo.
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5.2 Material and methods

5.2.1 The Karaman dataset

The Karaman dataset [45] is a large benchmark for studying kinase inhibitor selectivity.
This data set contains information of the interactions of 38 known kinase inhibitors with
317 kinase targets. With more than 50% of the human kinome covered, it is expected to
be very useful in pharmaceutical research.

Of the possible 12046 protein-ligand combinations, 3175 (26.4%) showed a significant
binding interaction. The interation is quantified as the disociation coefficient Kd in nM
for the following reaction:

PL −−⇀↽−− P + L, (5.1)

with P the protein, L the ligand and PL the complex of the kinase and its inhibitor. Kd

is then defined as:

Kd =
[P][L]

[PL]
. (5.2)

Thus larger values for Kd indicate a weaker interaction. Figure 5.1 summarizes the
data set. It can be seen that there is a wealth of different patterns of selectivity of
the compounds. Some kinase inhibitors, such as staurosporine, show strong binding to
almost all the kinases, while for example SB-202190 binds to a select few kinases but
also from different families, while lapatinib and GW-2580 are examples of compounds
that only interact with a very limited number of kinases. Clearly this dataset shows
some interesting variety. To build a predictive model features where needed for both the
proteins as well as the ligands, as to be discussed in the next sections. Because of only
a subset of all the kinases in the data set only a subset had relevant protein structure
available, we could only use 127 kinases in the modeling phase. Since it was possible
to construct features for all the ligands, we could keep these combinations with all the
kinases. Thus the Karaman data set was reduced to 127 × 38 interactions.

The dissociation constants range from values in the order of 1 nM (a very strong binding)
to plus infinity (no binding to the protein). Both to obtain a more meaningful and easy to
understand range of values and to be (expected to) better processed with our algorithms
we perform a scaling. To justify this scaling recall the Van ’t Hoff equation for isotherm
reactions:

lnKd = −∆Gd

RT
, (5.3)

with ∆Gd the change in Gibbs free energy2 of dissociation, R the gas constant and T
the temperature. The logarithm of the dissociation constant is thus proportional to the
negative of the Gibbs free energy of dissociation (of which the change of enthalpy is
positive as it costs energy to dissociate the complex and the change of entropy is positive
as more free molecules are formed). We propose to scale the data by using

y = log10(1/Kd + 1). (5.4)

This new label y is equal to zero when there is no binding interaction between a protein
and a ligand and it is roughly proportional to the binding free energy, larger values indi-

2Gibbs free energy is defined as the enthalpy minus the entropy times the temperature: G = H −TS
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Figure 5.1: Small molecule-kinase interaction maps for the 38 kinase inhibitors. Kinases
that are found to bind are marked as red circles, where the size corresponds to binding
affinity. [45]

cate a stronger binding interaction. Since this is a monotonic scaling it has no influence
on our ranking experiments. Figure 5.2 shows a heatmap of the final data.

49



St
au
ro
sp
or
in
e

D
as
at
in
ib

SU
−1
48
13

Su
ni
tin
ib

Er
lo
tin
ib

G
ef
iti
ni
b

EK
B−
56
9

C
I−
10
33

AS
T−
48
7

BI
R
B−
79
6

La
pa
tin
ib

PI
−1
03

C
H
IR
−2
58
/T
KI
−2
58

M
LN

−5
18

AB
T−
86
9

G
W
−7
86
03
4

G
W
−2
58
0

C
P−
69
05
50

VX
−7
45

Im
at
in
ib

VX
−6
80
/M
K−
04
57

AM
G
−7
06

So
ra
fe
ni
b

ZD
−6
47
4

Fl
av
op
iri
do
l

PK
C
−4
12

SB
−2
02
19
0

SB
−2
03
58
0

C
P−
72
47
14

PT
K−
78
7

BM
S−
38
70
32
/S
N
S−
03
2

JN
J−
77
06
62
1

AZ
D
−1
15
2H

Q
PA

C
H
IR
−2
65
/R
AF

−2
65

M
LN

−8
05
4

LY
−3
33
53
1

R
os
co
vi
tin
e

SB
−4
31
54
2

2ITN2EB33S953H9R3HNG2XIK2DQ73PP03QQU3L8P3GC82Z2W3LM02SRC3BHY2WEL2CKE3QRK3MTL2JAM1U592CCH3BLQ2XJ13DTC2G013LXL2OU71U4D3O502X7G3PP11XJD1GAG3ALN3AQV3OCS2IWI1MQB1WBP2VWZ3OMV3RGF3EH93LCD3C1X2CDZ2WU62JBO3EYG3NR93KN52CMW2JFL2HY81SM22IJM2A191QPJ2X7F3CD31S9I2X393GQI2VZ63H9F3E3B3GT83A4O3BPR2JC62Z7R2ZOQ3KRR1CM83GC71T462HW72VAG2O5K1AD53FAA2P2I2J7T3AGL3DKO2X4F1XBC1UWJ2X2L3E7O3LCS3SOC3MY02C473COK2XNM3OCB2WQN3G2F2OJI2CLQ2QLU2IZS3RP01UA23H3C3FME2BUJ1OEC2GDO1PMN3BBT3D7T3LXN1UWH3GVU3FXX3LL63HRF2ZV23BHH3A7H2V7O2Y7J2W4O2F57

Heatmap of the processed 
 KA dataset

0 0.2 0.4 0.6
Value

0
20
00

Color Key
and Histogram

C
ou
nt

Figure 5.2: Heat map of the Karaman data set after withholding only the proteins of
which a valid structure could be obtained and after scaling of the data.

5.2.2 The proteins

Of the 317 proteins, 127 had valid crystal structures which could be used to construct
a feature representation. These were obtained from the Protein Data Bank. Many pro-
teins had multiple crystal structures which could be used due to the different possible
conformation changes. When multiple structures correspond to one protein, we chose
the crystal structure in agreement with the docking results as described in Section 5.2.4.
Using the CavBase similarity [86] a similarity matrix was constructed for the predicted
active site (more information can be found in Section 2.7). Due to heuristics this matrix
had to be made symmetric by averaging this matrix with its transpose. Though techni-
cally not hundred percent correct, this similarity matrix is treated as kernel matrix for the
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subsequent experiments, as there was only a minor violation for the positive definiteness
requirement. A heatmap of this kernel matrix can be found in Figure 5.3.

5.2.3 The ligands

The 38 ligands were processed in Molecular Operating Environment (MOE) to compute
features derived from the graph representation of the molecules, given in the form of nine
vectors of binary fingerprints. These were concatenated together and the kernel matrix
was constructed by applying the Tanimoto similarity (see Section 2.4.4), visualized in
Figure 5.4.
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Figure 5.3: Heat map of the kernel of the protein structures that were used for the
Karaman data set.

51



SB
−2
03
58
0

SB
−4
31
54
2

Fl
av
op
iri
do
l

R
os
co
vi
tin
e

BM
S−
38
70
32
/S
N
S−
03
2

VX
−7
45

C
P−
69
05
50

PI
−1
03

C
I−
10
33

Er
lo
tin
ib

ZD
−6
47
4

G
ef
iti
ni
b

G
W
−2
58
0

G
W
−7
86
03
4

C
P−
72
47
14

La
pa
tin
ib

So
ra
fe
ni
b

BI
R
B−
79
6

M
LN

−5
18

AS
T−
48
7

Im
at
in
ib

AB
T−
86
9

C
H
IR
−2
65
/R
AF

−2
65

AZ
D
−1
15
2H

Q
PA

VX
−6
80
/M
K−
04
57

D
as
at
in
ib

SB
−2
02
19
0

JN
J−
77
06
62
1

M
LN

−8
05
4

PT
K−
78
7

AM
G
−7
06

LY
−3
33
53
1

St
au
ro
sp
or
in
e

PK
C
−4
12

SU
−1
48
13

Su
ni
tin
ib

EK
B−
56
9

C
H
IR
−2
58
/T
KI
−2
58

CHIR−258/TKI−258
EKB−569
Sunitinib
SU−14813
PKC−412
Staurosporine
LY−333531
AMG−706
PTK−787
MLN−8054
JNJ−7706621
SB−202190
Dasatinib
VX−680/MK−0457
AZD−1152HQPA
CHIR−265/RAF−265
ABT−869
Imatinib
AST−487
MLN−518
BIRB−796
Sorafenib
Lapatinib
CP−724714
GW−786034
GW−2580
Gefitinib
ZD−6474
Erlotinib
CI−1033
PI−103
CP−690550
VX−745
BMS−387032/SNS−032
Roscovitine
Flavopiridol
SB−431542
SB−203580

Heatmap of the 
 ligand kernel

0.2 0.6 1
Value

0
40

80

Color Key
and Histogram

C
ou
nt

Figure 5.4: Heat map of the kernel of the ligands used in the Karaman data set.

5.2.4 Docking results

The third kind of data available for predicting the interaction between the proteins and
the ligands is a virtual docking of the 650 structures of the 127 proteins withhold with the
38 ligands. For every combination of structure and ligand, a value between minus infinity
and infinity that is approximately proportional to the binding energy was computed.
Since our goal is producing a statistical model to predict interaction, this data can be
seen as a noisy and unscaled (values are only comparable for the same protein) solution
to our problem.

Since there are on average about 5 crystal structures for each protein the question arises
which structure should be used to represent which protein. We followed the reasoning
that only one of the crystal structures is the most relevant for binding all the ligands,
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we withhold the structure which scores the best for each kinase inhibitor. To be more
specific, for each protein we selected the structure that had the best (lowest) docking value
for the highest number of ligands. This is expected to be the most relevant structure for
predicting binding interaction and was subsequently used for both the kernel derived
from docking and the kernel for the individual proteins as described in Section 5.2.2. The
docking data is shown as a heatmap in Figure 5.5.

To construct a kernel matrix from the docking data, each score was treated as a feature
vector of length one of a tuple containing a protein and a ligand. A pairwise kernel is then
constructed as a linear kernel of the ’features’ of two pairs. More formally, if the docking
score of the protein p and the ligand l is referenced to as D(p, l), then the docking kernel
is defined as:

KD((p, l), (p′, l′)) = D(p, l) ∗D(p′, l′). (5.5)

5.3 Modeling and results

In this section we discuss the statistical models we used to try to predict the interactions
between the kinases and the kinase inhibitors. We use the data discussed above to
construct relational models based on kernels as described in Chapter 3. By combining
a kernel directly derived from docking results with a kernel that combines features of
the proteins and the ligands, we hope to obtain a powerful method as we combine a
mechanistic model with an empirical one. A similar setup, but without docking results
as features, was performed by Jacob et al. (2008)..

The kernel KPL that combines the features of the proteins with those of the ligands is
simply obtained by taking the Kronecker product of the kernels of the objects in question.
These kernels were combined by simply taking a linear combination:

K = ωKD + (1− ω)KPL, (5.6)

where we tested all the models of this section for ω = {0, 0.2, 0.4, . . . , 1}.
Unfortunately we found no useful results in the docking data. When only using KPL

results where always respectable, but increasing the weight ω was similar to adding more
and more noise to the data to the point that with ω = 1 (using only only the docking
results) the models performed no better than a random classifier or ranker. We could not
detect any correlation between the docking results and the Karaman data set, leading us
to believe that the former is somehow corrupted.

Needless to say, this leaves us with some mixed feelings. At the one hand, we are very
glad we could build a working model using the features for the proteins and the ligands,
something which was though as difficult. On the other hand, it is a letdown that we could
not test if these could be used to amplify the performance of docking, thus potentially
allowing a state-of-the-art prediction. Since the docking kernel could not be used, any
models with ω > 0 will not be discussed in the next sections.
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Figure 5.5: Heatmap of the docking results after withholding only the most relevant
structure for each protein. Values are scaled using a Z-score. The dendrograms are
calculated on the original Karaman dataset allowing easy comparison with Figure 5.2.

5.3.1 Classification

In this section we treat the problem as a binary classification setting by trying to predict
whether a protein will bind to a ligand or not. To this end we apply a cutoff of either
1000 or 10000 nM to the Karaman data set, values below this cutoff will be considered as
positive instances, the others as negative ones. Since the vast majority of the instances
are negative we have chosen the area under the ROC curve (AUC) as a performance
measure, rather than the misclassification error, as the former deals with the unbalanced
nature of the data set.

The pairwise model was obtained by using regularized least squares. The optimal regu-
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larization parameter λ was chosen from a grid of {2−10, 2−8, 2−6, . . . , 210, 212} by using a
six-fold cross validation within the training set.

As discussed in Section 3.5, multiple schemes of how the test set is sampled can be dis-
tinguished. We will again denote these schemes as α, β, γ and δ.

• α: this is the setting where testing is done by using new combinations of objects in
which both the protein and the ligand were used before in the training set. This
was performed by randomizing all the pairs and using a five-fold cross validation to
test the model.

• β: this setting considers the case when performing testing with a new ligand and
a familiar protein. The testing is performed by withholding each ligand once for
testing.

• γ: is similar to β, with the difference that each protein is withheld once for testing,
thus assessing how the model can deal with a combination of a new protein and a
known ligand.

• δ: here it is tested how the model performs on pairs where both the protein and the
ligand are previously unseen in the testing phase. In each round all the combinations
of one fifth of the proteins and one fifth of the ligands are selected and used for
testing while the combinations of the remaining proteins and ligands were used for
building the model when both the training and the test set where not homogenous.
This procedure was repeated 250 times.

The performances of these models are given in Table 5.1. All models seem to perform
comfortably better than random. A first thing that can be noticed is that the problem
seems to be easier to learn with a higher threshold (thus using more positive instances
and making the data set more balanced). Setting γ seems to be the exception on this
rule, though the small difference with large standard deviations make probably this less
relevant.

Though setting α was expected to be the most easy case, as both objects of the test-
pairs are familiar from training, it seems to be overshadowed by setting γ where only
the ligand in the test pair is previously seen. It should be remembered that these are

Table 5.1: Performance of the models for inferring interaction by means of binary clas-
sification. Only the kernel based of the features of the proteins and ligands is used. For
each performance the cutoff and the test sampling method is given.

Test sampling Cutoff [nM ] AUC
α 1000 0.724240 (0.019201)
α 10000 0.758080 (0.023105)
β 1000 0.621584 (0.104163)
β 10000 0.653330 (0.107727)
γ 1000 0.812184 (0.185627)
γ 10000 0.801310 (0.157205)
δ 1000 0.636947 (0.037966)
δ 10000 0.676178 (0.036850)
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actually quite different problems: the test set of α contains pairs of all the possible objects
while γ considers all the combinations of ligands with one particular (unseen) protein.
Another factor that could contribute to this difference in performance is that the former
model is always trained with 80% of the data while the latter uses 99.2% of the data for
training each model. Consequently, testing is performed using 20% and 0.8% of the data
respectively. Considering the similarity between the settings β and γ, it is somewhat
strange that these have the greatest difference in performance. This might indicate that
our framework could generalize better to a new protein than to a new ligand. It can be
noted that the CavBase similarity used for the former is state of the art and based on
features that are highly relevant to the current problem setting. Our experience with
the enzyme case study also suggests that this similarity is on the whole very reliable. In
contrast, the features of the ligands are more general graph-based fingerprints that might
not describe them in particulary relevant way for our problem.

When considering the standard deviations calculated on the different performances, one
obtains a measure for the reliability of the models. Setting α and δ have a low standard
deviation, while β and γ have a very high standard deviation. This is perfectly within
expectations when one considers the sampling used for generating the test set. In the
first case, elements are randomly selected from the complete data set, thus every testing
problem is expected to be equally hard as all test sets originate from the same distribution.
The higher standard deviation of δ is simply due to the higher sample size compared to
α. In the test sets of the second case one object of each pair is fixed. There will almost
certainly be sets that are very easy to predict (because for example the protein acts very
similar to one that was in the test set) or have sets that are very difficult to perform well
on. The lower variance of β may again be due to the larger sample size.

5.3.2 Conditional ranking

Rather than trying to predict whether a compound will bind or not, it is probably more
meaningful to obtain a ranking of the compounds according to their (expected) binding
potential to a certain protein or a ranking of the proteins conditioned on a ligand. To
this end we use the framework for conditional ranking from Section 3.3 to produce such
a model.

We always consider both the ligands as the proteins as queries as both approaches are
meaningful. Estimation of the regularization parameter was done by using a leave-one-
query-out approach on a grid with λ = {2−10, 2−8, 2−6, . . . , 210, 212}.
Again it is possible to define multiple sampling methods for testing, but due to the
sparseness of the dataset not all of them are possible. Ranking is only possible when
there is enough variability in the dataset, e.g. there has to be at least one label different
from the other in a database. Since we have seen in Section 5.2.1 that the Karaman data
set contains multiple inhibitors that only bind to a limited number of proteins and the
other way around, we will only consider only two of the four possible settings as we feel
these are he only we can compute statistical founded. We will denote these cases as κ
and σ to avoid confusion with the settings of the classification experiments:

• κ: in this setting both the query and the database elements used for testing were
encountered during the training phase, but the query was not used for ranking the
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database in question. The performance was assessed by withholding for each query
a quarter of the database elements for testing and repeating this three times for
every query. Notice that for all the other queries not used for testing were used
with all the database elements during training.

• σ: in this setting it is tested how the model performs with a new query against
a familiar data base. The performance is in this case obtained by simply using a
leaving each query out for testing and averaging over these queries.

The results for the conditional ranking with these different settings are given in Table
5.2. Since for all the settings we obtain a ranking error of roughly 35%, we can conclude
that there is at least some signal in the data and we are able to learn from the data.

It is interesting to note that setting κ seems to be harder to learn than σ, especially for
the case when using ligands as queries. This is counter intuitive as the former used more
data for training and should be expected to be easier. It is expected that this is due to
sampling problems. In Figure 5.6 the number of binding partners for the ligands and
proteins are plotted as a histogram. Since the ligands have about 30 interactions and the
proteins 9 binding partners, on average. This low number of partners, especially for the
proteins, give rise to high variances for the ranking error, as for setting κ only a quarter
of the database corresponding to a query was used for testing. Thus, the test set is likely
to contain only a very limited number of positive interactions and might here not be the
most efficient or unbiased estimator of the true ranking error. When a test set contained
no positive instances, it could not be used as no ranking error could be calculated. The
problem is probably in the testing phase, as for training setting κ the same data is used
for training σ with the addition of a set of database elements whitin the test-query.

For the test setting σ, given the relatively high standard deviation, using ligands or
proteins as queries makes hardly any difference and the ranking error is about 32.5%.
There is some difference in the standard deviation between the two types, using a protein
query seems to be more reliable than using a ligand query, as indicated by the standard
deviation (though both are more reliable than the models of setting κ). The higher
uncertainty of the ranking error when using ligands as a query is probably due to a
greater difference in the number of interacting partners compared to the proteins, as
indicated again by the histograms of Figure 5.6.

Table 5.2: Results of the conditional ranking ranking experiments for inferring interaction
between the kinases and kinase inhibitors. For each experiment the test sampling method
and the query type is given.

Test sampling Query type Ranking Error
κ Ligand 0.381124 (0.177515)
κ Protein 0.330250 (0.207463)
σ Ligand 0.324000 (0.129307)
σ Protein 0.32799 (0.088344)
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maandag, 7 mei 2012

Figure 5.6: Number of interaction partners by type.

5.4 Conclusion

The goal of this chapter was to apply some of the techniques from relational learning to
try to predict a binding interaction between a set of kinases and kinase inhibitors. This
was approached by both learning binary classification and conditional ranking. Using
a feature representation of the proteins and ligands we succeeded in building different
models with reasonable predictive power, given the expected difficulty of this problem.
Though we could not test this, we believe that our results could be greatly improved by
using (successful) docking data. A better model could probably also obtained by using a
better feature representation for the ligands.

The performance and reliability of the models were found to be dependent of the way the
model was used. This has a great influence in the real-life applications of our models, as
one has to keep in mind for what the algorithms are to be used, depending on the degree
of new proteins or ligands used.

Using conditional ranking is a promising way to tackle this docking problem as a ranking,
since it presents the results in a way that is relevant for the user (an ordered list of the
most promising elements) moreover it can also deal with some important issues in drug
design such as selectivity and specificity. We found that our ranking models are roughly
symmetric with respect to the queries, e.g. it matters less whether a protein or ligand
query is used. The model could also generalize well to new queries.
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Chapter 6

Microbial ecology

6.1 Introduction

Bacteria are of the utmost importance in both natural and manmade systems. They
form complex networks that play key roles in the biogeochemical cycles of the earth and
human health, but are also indispensable in waste water treatment, composting and,
more recently, in bio-electrochemical systems [77]. Microbial resource management is the
term used for utilizing and steering these ecosystems to humanity’s advantage [102].

To be able to effectively implement actions to influence these systems, a quantitative
understanding is required. Though these global networks are still poorly understood,
modern techniques in molecular analysis and bioinformatics allow large scale analysis
of microbial networks, such as done for example by Chaffron et al. (2010). A lot of
interesting models for microbial interaction have been constructed, usually based on the
principle of exchanging metabolites across species [15, 43, 49, 50]. These models are as a
rule deductive in the sense that they are based on models for the individual species.

In this chapter we want to construct a statistical model which can be of aid to an envi-
ronmental engineer when applying these ideas of synthetic ecology or microbial resource
management. In casu, we want to develop some type of information retrieval algorithm
which allows the engineer to obtain a list of useful microbial partners he can add to his
culture to make the system more robust, faster or allow a better performance. The data
that is used for this model should be obtained in a series of simple, quick and relatively
high throughput experiments.

The system in question is the interaction between methanotrophic and heterotrophic bac-
teria. These potential partners are being used in several environmental processes, such
as biodegradation of toxic chemicals [32, 38] and in the production of bioplastics [35].
Methanotrophs also play an important role in the methane cycle (and may thus be of
relevance in dealing with global warming) and forming cooperations with higher organ-
isms. The ultimate goal of our model is to be able to predict one or more desirable
heterotrophic partners for a given methanotrophic bacterium species.
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6.2 Material and methods

6.2.1 The methanotrophs

Methanotrophic bacteria use methane as their sole carbon and energy source. They are
a subgroup of the methylotrophic bacteria that use one-carbon compounds more reduced
than formic acid. Methane is oxidized to formaldehyde which can be assimilated and
enter the metabolism of the organism or can be further degraded and serve as an energy
and electron source [32]. These pathways are shown in Figure 6.1. The key enzyme in
this process is methane monooxygenase (MMO) which oxidizes methane to methanol,
but can also play a role in certain reactions in bioremediation. This enzyme can occur
in two forms: a soluble or cytoplasmic methane monooxygenase (sMMO) synthesized
by low concentrations of copper in the medium while higher concentrations of copper
induce a membrane-associated or particulate methane monooxygenase (pMMO) [63]. The
methanotrophs are both of a great taxonomic diversity as well as of great ecological
importance. In our experiments we use ten different species to represent this diversity.
These are listed in Table 6.1.

Of these species we have the DNA sequences of their methane monooxygenase subunit
alpha. It is our hope and expectations that we can extract features of these sequences,
which reflect both the functional differences in their MMO gene as well as the taxonomical
relation between the different bacteria. With this goal in mind we construct two different
kernel matrices of these sequences.

Our first similarity measure is based on multiple sequence alignment. It is known that this
method can shed light on the evolution of a protein family and it is an indisposable tool for
studying phylogeny, structure, conserved motifs and domains of protein families [66]. For
the alignment we use Muscle, a faster and more accurate multiple sequence alignment
tool than the better known ClustalW [21]. Of this MSA the Jukes-Cantor similarity
measure was calculated. Stricktly spreaking this is not a valid kernel as the condition of
positive definiteness is not necessarily fulfilled, but as we did in the previous case studies
we can use this similarity matrix anyway without any grave consequences.

The second kernel matrix is generated by applying the spectrum kernel [57] on all the
pairs of the DNA sequences. The normalized form is used and length of the k-mers is

Methanotrophs also play a role in the nitrogen cycle in the
environment. Methanotrophs are capable of oxidizing am-
monia to nitrite and nitrous oxide (Hutton and Zobell, 1953;
Bedard and Knowles, 1989) in a process termed methano-
trophic nitrification (Knowles, 2005). There is evidence MMO
is evolutionarily related to ammonium monooxygenase
(AMO), which is used by nitrifiers to oxidize ammonia
(Holmes et al., 1995). Methanotrophs can assimilate both
ammonia and nitrate; release of nitrite, nitric and nitrous
oxide has been observed during assimilation of nitrate (Ren
et al., 2000). Although denitrification has not been found in
methanotrophs, they can support denitrification in environ-
mental gradients of oxygen and methane, both by releasing
organic substances that can be used as electron donors by
coexisting heterotrophic denitrifiers and by consuming oxy-
gen, thereby creating anoxic microenvironments where
conditions for denitrification are favorable (Amaral et al.,
1995; Knowles, 2005). Similarly, methanotrophs have been
found to coexist with heterotrophic nitrifiers that use organic
substances released by the methanotrophs as substrate
(Megraw and Knowles, 1989a, b).

2.2. Anaerobic methane oxidizers

Anaerobic methane oxidation coupled to sulfate reduction
(ANME-SR) is an important process in marine sediments to
limit the release of methane into the atmosphere (Valentine
and Reeburgh, 2000; Hinrichs and Boetius, 2002; Valentine,
2002; Strous and Jetten, 2004). No microorganism that
oxidizes methane anaerobically has yet been isolated. How-
ever, associations of archaea and sulfate-reducing bacteria
(SRB) have been shown to carry out ANME-SR. There is
evidence that ANME is a reversal of methanogenesis. Shilov
et al. (1999) observed production of acetate by mixed cultures
dominated by the methanogens Methanosarcina and Methano-
saeta cultivated on methane and bicarbonate. Under condi-
tions of high methane pressure (up to 100 atm) the acetate
production increased (Shilov et al., 1999). Moreover, genes
involved in methanogenesis are also present in methane-
oxidizing archaea (Hallam et al., 2004; Shima and Thauer,
2005) and the process is inhibited by bromoethane sulfonate,
which indicates the participation of methanogenic enzymes

(Nauhaus et al., 2005). The mechanism of interaction between
archaea and SRB is still unclear. Hydrogen, formate, and
acetate are potential electron shuttles between archaea and
SRB, but Nauhaus et al. (2005) did not see evidence of their
involvement when adding them to cultures (Nauhaus et al.,
2005). At least three groups of archaea, referred to as ANME-1,
ANME-2 and ANME-3, are able to oxidize methane anaerobi-
cally (Hinrichs et al., 1999; Boetius et al., 2000; Knittel et al.,
2005). ANME-1 and ANME-2 archaea are related to methano-
gens of the order Methanosarcinales (Hinrichs et al., 1999;
Orphan et al., 2001) whereas ANME-3 archaea is related to
Methanococcoides spp. (Knittel et al., 2005). Though ANME
could theoretically also be coupled to other oxidants such as
NO3
!, Fe(III) and Mn(IV), ANME-SR was long the only observed

reaction. However, recently Raghoebarsing et al. (2006)
demonstrated anaerobic methane oxidation coupled to
denitrification (ANME-D) of nitrate and nitrite in a culture
enriched from river sediments. The culture was dominated by
one archaeon and one bacterium (Raghoebarsing et al., 2006).

2.3. Denitrifiers

Denitrifiers are bacteria reducing nitrate to dinitrogen. The
reduction takes place in several steps (see Eq. (2)) and can be
accomplished by a wide range of bacteria (Metcalf & Eddy et al.,
1991). Though both autotrophic and heterotrophic denitrifiers
exist, heterotrophs are able to grow and denitrify at higher
rates (Mateju et al., 1992). Dissolved oxygen generally sup-
presses denitrification since oxygen, when present, is the
preferred electron acceptor (Metcalf & Eddy et al., 1991).

NO!3 ! NO!2 ! NO! N2O! N2. (2)

3. Aerobic methane oxidation coupled to
denitrification (AME-D)

3.1. Mechanism of AME-D

Denitrification with methane under aerobic conditions is
carried out by a microbial consortium consisting of aerobic
methanotrophs oxidizing methane and denitrifiers using
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Fig. 1 – Methane oxidation pathway in methanotrophs. The type of methane monooxygenase (MMO) expressed is regulated
by the copper concentration in the medium. Soluble MMO uses NADH, which is produced in the oxidation of formaldehyde to
carbon dioxide, as the electron donor. Particulate MMO may also use electrons shuttled from the oxidation of methanol
(modified from Bedard and Knowles, 1989).
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Figure 6.1: Basic metabolism of methane oxidation in methanotrophic bacteria [62].
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Table 6.1: Table of the different methanotropic bacteria used in this setup.

ID Strain number Species name
1 R-45363 Methylomonas sp.
2 R-45364 Methylomonas sp.
3 R-45374 Methylomonas sp.
4 R-45378 Methylomonas sp.
5 R-45383 Methylomonas sp.
6 R-45379 Methylomonas sp.
7 DSM 18500T Methylocystis hirsuta
8 NCIMB 11130T Methylomonas methanica
9 NCIMB 11129T Methylocystis parvus
10 DSM 13736T Methylosarcina fibrata

chosen to be three, to enable the codons to be compared. More information about the
spectrum kernel and its properties can be found in Section 2.4.1.

A comparison between the kernels and the phylogeny can be found in Figure 6.2. The
phylogenetic trees were drawn using Phylogeny.fr [16]. These trees show that the main
structure between the different kernels is very similar, thus both represent some phyloge-
netic and functional information about both the gene homology as well as the species. It
should be mentioned that constructing a phylogenetic tree is not equivalent to performing
clustering as the former requires an evolutionary model.

6.2.2 The heterotrophs

The heterotrophs we will study use more complex carbon sources as building blocks and
energy source. These microorganisms are listed in Table 6.2. This collection contains
26 prokaryotic bacteria and one yeast: Pichia pastoris which is used in the wet labs
experiments but is not used for building the mathematical models in later sections due to
its difference with the rest of the instances. All these micro organisms have a completely
sequenced genome.

When cocultivating these organisms together with the methanotrophic bacteria we expect
that there will be a mutual influence on each others growth pattern. Since the organ-
isms are grown in a medium with methane as a sole carbon source, the only way the
heterotrophs can utilize carbon is through the methanotrophs. This can be because the
latter might leak carbon compounds or because the heterotrophs feed on the necromass
of the methanotrophs. A carbon flux derived from methane across different species was
observed using stable isotope probing [64, 76]. The methanotrophs could potentially be
influenced by the heterotrophs if the latter produce useful vitamins or harmful antibioti-
cal substances. The exchange of cobalamin (also known as vitamin B12) from the former
to the latter has been observed by Iguchi et. al. using using a setup somewhat similar to
ours.

Since the exact mechanism how the heterotrophs influence the methanotrophs is un-
known we select features that represent their carbohydrate metabolism and the part of
the metabolism dealing with cofactors, vitamins, prosthetic groups and pigments. This
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Figure 6.2: (A) Hierarchical clustering of the methanotrophs in the kernel space derived
from the Jukes-Cantor similarity. (B) Hierarchical clustering of the methanotrophs in
the kernel space derived from the Jukes-Cantor similarity. (C) Phylogenetic tree drawn
from the different MMO genes. (D) Phylogenetic tree drawn from the ribosomal DNA of
the different species.

data is obtained from the SEED-Viewer [68]. Here a list of all the genes that an or-
ganism possesses for a particular biological function can be generated. The genomes of
the bacteria with IDs 6, 11, 14, 15 and 16 were manually submitted to the automatic
annotation tool RAST [8] so that the features of these organisms also became available.
Since Pichia pastoris was not used for building models, no features were derived for this
yeast. In total a list of 1029 genes involved in carbohydrate metabolism and 1712 genes
dealing with the secondary metabolism is used to describe these organisms.

Thus, every bacterium is represented by two binary strings of features: each bit indicates
whether a particular gene of the carbohydrate metabolism or secondary metabolism is
present in this particular organism or not. Of these strings we can build two types of
kernels: the linear and the Tanimoto kernel. The linear kernel is obtained by taking the
dot product of the feature vectors, or stated otherwise, the kernel value of two bacteria
is the number of relevant genes both species have in common. Note that this measure is
not normalized in the sense that two species with many genes will have a higher value
than two with less genes if the fraction of common genes is the same. A kernel that
represents the two types of metabolic systems is obtained by summing the two kernels
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Table 6.2: Table of the different heterotrophic bacteria used in this setup. The strain
number refers to the number used in the Laboratory of Microbiology culture collection.

ID Species name Strain ID
1 Acinetobacter baumannii LMG 1025
2 Bacillus azotoformans LMG 9581T
3 Bacillus bataviensis LMG 21833T
4 Bacillus licheniformis LMG 6933
5 Bacillus vireti LMG 21834T
6 Cupriavidus metallidurans LMG 1195
7 Cupriavidus taiwanensis LMG 19424
8 Escherichia coli R-23895
9 Escherichia coli R-23891
10 Escherichia coli R-23894
11 Escherichia fergusonii LMG 7866
12 Flavobacterium johnsoniae LMG 1341
13 Methylibium petroleiphilum LMG 22953
14 Methylobacterium nodulans R-7055
15 Methylobacterium radiotolerans LMG 2269
16 Ochrobactrum anthropi LMG 2134
17 Pseudomonas aeruginosa LMG 12228
18 Pseudomonas putida LMG 24210
19 Pseudomonas putida R-17801
20 Rhizobium radiobacter LMG 287
21 Ensifer (Sinorhizobium) meliloti R-20688
22 Rhodobacter sphaeroides LMG 2827
23 Roseobacter denitricans LMG 19751
24 Shigella flexneri R-23896
25 Staphylococcus aureus R-23700
26 Staphylococcus aureus subsp. aureus R-23902
27 Pichia pastoris -

for each system. For the linear kernel this is the same as taking a linear kernel of the
concatenated feature strings of both organisms.

We have also built kernels using the Tanimoto similariy discussed in more detail in Section
2.4.4. This kernel also uses the size of the intersection of the two gene sets to be compared
but is normalized by dividing by the union of the two sets. Thus the Tanimoto similarity
of an object with itself is always equal to one. The two Tanimoto kernels for the different
systems are summed to form a third kernel that encloses information about both the
carbohydrate and the secondary metabolism. Note that due to the non-linear nature of
this similarity this kernel does not equal to the kernel value of the concatenated feature
vectors. The resulting six kernel matrices are represented as heatmaps in Figure 6.3.
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Figure 6.3: Heatmaps of the kernel matrices constructed for the heterotrophs. The
columns represent the different kinds of data used while the two rows indicate different
kernel functions to represent this data. All kernels look sufficiently different to assume
they encode different information about the bacteria.

6.2.3 Experimental setup

The goal of the experiments that were performed was to obtain data that could be used
to build a statistical model which can predict the interaction between the two types of
micro organisms. For this reason we need to cultivate the combinations of methanotrophs
and heterotrophs, preferably with replications, and also grow them individually. We also
need as many measurements of their (collective) growth to obtain a clear image of how
the influence each other.

These microorganisms were grown in 96 well plates in nitrate mineral salts (NMS) medium
under a methane atmosphere. The NMS medium contains a nitrogen source, minerals
and a buffer but no carbon source. Thus growth is only directly possible for the methan-
otrophs that can metabolize this gas. In this experiment we use ten methanotrophs plus
one control containing only medium, 27 heterotrophs plus one control containing only
medium. Every combination is performed in triplicate and for every plate nine blanco
wells are needed for calibrating the measurement. Thus there were eleven 96 well plates,
one for every type of methanotroph (including on for the combinations without methan-
otroph) where the heterotrophs are repeated. The layout of one plate is then given in
Table 6.3. These plates were stocked in airtight jars with a part of the atmosphere re-
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placed by methane. These in turn were placed in a incubation room. Figure 6.4 shows
some photos of the experiment.

Before the experiment was started the bacteria were grown on petri dishes. At the
beginning of the experiment the wells were inoculated with a cell density which was just
over the detection limit. On the first day and every two days for two weeks a sample of
30 µL was taken from each of the wells and cell density was determined by measuring
optical density (OD) at 600 nm. Thus, each pair of bacteria could be given eight OD
measurements at different times spaced over fourteen days.

We would like to state that some wells were hard to measure due to some combinations
form excessive amounts of slime after about a week, which made precise pippetation
sometimes impossible. In some cases the slime could not be dissolved in the dilution for
OD measurement, giving results that were above the maximum detection limit of the ma-
chine. This is a flaw in the experimental setup and could probably be circumvented with
better in a more sophisticated setup, but as the goal was mainly to create a benchmark
dataset in a high throughput fashion as a proof of concept for the use of our models, these
issues shall be largely ignored. OD values that were above the upper detection limit were
set to the maximum value encountered in the dataset.

6.2.4 Experimental results and analysis

Of all the different combinations of bacteria, a growth curve could be constructed for
each of the three replicates. Though the different combinations showed growth curves
with range of different shapes, the curves within a repetition were, as a rule, remarkably
consistent. Four of these growth curves are given in Figure 6.5 as an example.

For every combination of bacteria we have data in the form of a time series. However,
for our algorithms, both regression and ranking, we need a real value. This is dealt with
by deriving three relevant statistics that can be processed by the algorithms of these
plots. In each case the median of this statistic is taken across the repetitions as a robust
estimator.

For this first measure we take the maximum OD density obtained over the time interval.

Table 6.3: Layout of one 96 well plate. All wells are also inoculated with one type of
methanotroph, except for those denoted as empty, which only contain the NMS medium.
The heterotrophs are not in exactly the same order as in Table 6.2 due to a moment of
weakness on part of the student who performed the experiments.

1 2 3 4 5 6 7 8 9 10 11 12
A Hetero 1 Empty Hetero 17 Hetero 25
B Hetero 2 Hetero 10 Hetero 18 Hetero 26
C Hetero 3 Hetero 11 Hetero 19 Hetero 27
D Hetero 4 Hetero 12 Hetero 20 NMS medium
E Hetero 5 Hetero 13 Hetero 21 Hetero 9
F Hetero 6 Hetero 14 Hetero 22 Empty
G Hetero 7 Hetero 15 Hetero 23 Empty
H Hetero 8 Hetero 16 Hetero 24 Empty
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Figure 6.4: (A) The eleven 96 well plates after one week of incubation. Some methan-
otrophs produce a pigment which makes it possible to examine their growth on sight.
(B) The plates are stocked in an airtight jar of which part of the atmosphere is replaced
with methane to allow as a nutrition source for the methanotrophs. A little beaker of
water is placed in the jar to control the humidity and prevent the wells from evaporating
too much water. (C) and (D). After one week clear patterns that are consequent within
replicates emerge.

This is an important statistic as it indicates the maximum cell density before cell growth
stops due to limitation of nutrients or accumulation of toxic wastes and net cell starvation
starts to kick in. A rise in maximum OD with respect to a pure methanotrophic culture
may be due to an enhanced growth of the methanotroph, the heterotroph or both. A
heatmap of the median of this measure is given in Figure 6.6.

The second statistic is the time (in days after incubation) when the maximum OD was
reached. This is more indicative for the dynamics of the (diauxic) growth rather than the
potential for maximum growth. It is important to note that this value is discrete rather
than continuous, which will have some impact on the regression and ranking experiments
that were performed. The median of this statistic is given in the heatmap of Figure 6.7.

As a final statistic we take the area under the growth curve, which is proportional with
the time averaged OD. Combinations that can optimize their resources will probably
have a high area under the curve. This measure is shown in Figure 6.8 for the different
combinations.

The heatmaps show that these statistics are not necessarily coupled. An engineer may be
interested in different statistics, for example if he wants to optimize long term cooperation,
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Figure 6.5: Growth curves for four combinations of methanotrophs and heterotrophs.
Of every combination three repetitions were performed to evaluate to consistency of the
experiments.

he is probably most interested in adding cultures that are predicted to increase the area
under the OD curve. On the other hand, if he wants to try to decrease the start up time
for a bioreactor the time when maximal OD was reached in the experiments will be more
relevant.

6.3 Modeling and results

Before we view the models that were built for regression and conditional ranking it is
probably advised to discuss the differences and similarities of both approaches and what
their practical use is.

In the regression setting we will try to predict the labels derived from the OD measure-
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Figure 6.6: Median of the logarithm of the maximum optical density for the different
combinations of bacteria. Results are corrected for the methanotroph, meaning that for
every combination of bacteria, the value of the methanotroph of the pair grown with NMS
was subtracted. This way only the effect of the heterotroph is shown. The clustering and
dendrogram is calculated based on the maximum optical density.

ments, given a feature representation of the two bacterial types. We do not consider the
methanotrophs more relevant than the heterotrophs or vice versa. This means that the
labels to be predicted are not normalized using the metric of the single methanotroph,
nor of the single heterotroph. For example, in heatmaps of Figures 6.6, 6.7 and 6.8 the
metrics of each combination were subtracted with the value of the corresponding methan-
otroph with NMS medium, thus assessing the effect of the heterotroph on the growth.
Though this is an interesting setting on its own, in our regression experiments we will
treat both partners equal, thus performing no normalization in either way.

In conditional ranking one naturally enforces an asymmetry to the data, a one has to
choose a data type as a query while the other serves as database elements. The methan-
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Figure 6.7: Median of the time until day fourteen when the maximum optical density for
the different combinations of bacteria was reached. Results are corrected for the methan-
otroph, meaning that for every combination of bacteria, the value of the methanotroph
of the pair grown with NMS was subtracted. This way only the effect of the heterotroph
is shown. The clustering and dendrogram is calculated based on the maximum optical
density, allowing comparison with the other heatmaps.

otrophs will be chosen as queries for both technical and biological reasons. Their low
number of instances make them statistically and computational less feasible, while their
ability to capture carbon in the system is an argument to put them as the center of our
focus. Thus the problem that is assessed in the conditional ranking could be stated as fol-
lows: given a methanotroph, rank the heterotrophs according to their ability to influence
their combined growth from most positive to most negative. In this setting normalizing
as described above is meaningless as one only considers the metric of a pair of bacteria
relative to each other with the methanotroph fixed for each ranking.

Both regression as conditional ranking are considered as applications standing on their
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Figure 6.8: Median of the area under the growth curve for the different combinations of
bacteria. Results are corrected for the methanotroph, meaning that for every combination
of bacteria, the value of the methanotroph of the pair grown with NMS was subtracted.
This way only the effect of the heterotroph is shown. The clustering and dendrogram is
calculated based on the maximum optical density, allowing comparison with the other
heatmaps.

own. All testing schemes where designed to research how a model with this particular
data would perform in a real life setting. That is why only small amounts of test instances
were withheld, to allow training with an approximately complete data set. From a ma-
chine learning point of view it is tempting to compare regression with conditional ranking
to find the ’better’ model, especially since for both the ranking error was (among others)
calculated as a performance error. Such comparisons are meaningless as we have indi-
cated above, since both approaches serve for different problems. A different setup could
be constructed to specifically asses the difference in regression and conditional ranking
from a statistical perspective. As with the previous two chapters, our focus is here on
the application, as our data sets are rather novel and to answer these questions a well
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characterized benchmark data set would probably more suitable.

We consider the performance of many different models using different data, different
labels, for ranking or for regression and using different testing schemes. In general, it is
not possible to determine the ’best’ model as this is heavily dependent on the application
the user has in mind.

6.3.1 Regression

In a first series of experiments it is investigated if regression can be used to predict the
OD value of the different combinations of methanotrophic and heterotrophic bacteria.
The values to be inferred are the maximum of the OD, the time when this maximum was
reached and the cumulative growth, as described in Section 6.2.4. To build this model
we used the features of the heterotrophs and methanotrophs, thus having the Jukes-
Cantor similarity and the spectrum kernel for the former and six kernel matrices derived
from fingerprints dealing with the carbohydrate and secondary metabolism. Using the
Kronecker product pairwise kernel method, described in detail in Chapter 3, we could
thus generate twelve different kernel matrices.

We would like to stress the particular difficulty of the problem on which we release our
algorithm. Any scientist who has ever dealt with living matter in the laboratory could
tell that microorganisms are not deterministically described by a sequence of DNA or
a list of genes. This is why the goal of these regression experiments is to have some
predictive power that could be indicative for microbiologists or environmental engineers,
rather than predicting the cell density to an unrealistic accuracy.

The regression models are built using support vector machines from the Kernlab package
in the programming language R. The optimal regularization parameter was estimated
using a tenfold cross validation of a grid, which contained all integer powers of two from
-2 to 7. Because of the difficulty of this problem, we consider multiple performance
measures to evaluate the regression. The first is the well-known mean squared residual
error (MSE). But since squaring the residual error puts a big emphasis on the largest
error, we also consider the mean absolute error (MAE), which is defined as:

MAE =
1

n

n∑
i=1

|ei|, (6.1)

where ei is the residual error of testing instance i. By taking the absolute value rather
than the square of the residuals we can obtain a more robust performance measure. As
a final performance measure we consider the ranking error (RE), thus only evaluating
whether the algorithm could be used to predict which combinations could obtain higher
cell densities relative to other combinations. It is of great importance to note that this is
not equivalent to the condition ranking experiments as to be discussed in Section 6.3.2. In
that case a model is trained with a specific ranking loss function, while the case discussed
here is optimized for regression.

Because things were not quite as complicated as could be, we also distinguish four cases
of model testing, as discussed in Section 3.5. Thus for each of these situations 36 models
are trained and evaluated. Because it is difficult to asses whether a regression model
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performs better than random, Table 6.4 gives the relevant statistics that can be used to
compare the MSE and MAE of each model.

In the first scheme each model is tested by withholding ten arbitrary combinations of
bacteria for testing. This is repeated 26 times to obtain a good estimation of the perfor-
mance statistics. This setting mimics the case when one wants to build a good model but
lack the time or resources to perform measurements for all the possible combinations.
We expect that this setting is the easiest to learn as in general every testing instance
exists out of a methanotroph and a heterotroph which both have been used to train the
model, but never together. Thus, no new objects are encountered during testing. The
results are summarized in Table 6.5. In general one cannot say that a combination of
features is the best for all label types and performance measures. This may indicate
that different properties of the bacteria may be of more or less importance for inferring
different properties of their collective system. The ranking error shows that always some
pattern could be learned, as every model performed better than the baseline, also is the
error always better than the corresponding variance or mean absolute deviation.

In the second scheme a model is tested by withholding one methanotroph and all its
heterotrophic partners for testing when training the model. This procedure is repeated
for all ten of the methanotrophic bacteria. These results are presented in Table 6.6
and can almost always considered better than random, but not by a very large margin.
This seems to be a harder problem than the first, because in every testing example new
objects are encountered. By means of example we present a bar plot of the residuals for
the regression of the area under the growth curve with the spectrum kernel of the MMO
genes and the sum of the two Tanimoto kernel of the genetic fingerprints in Figure 6.9.
This illustrates nicely that certain pairs were relatively easy to model while other are
probably biased due to unmodeled factors.

The third testing scheme, of which the results are given in Table 6.7, is very similar to
the previous one with the difference that the heterotrophs are withheld for testing. This
seems to be a slightly more easy problem to learn than withholding methanotrophs.

As the final setting we consider the case of using completely unseen combinations as
testing instances. This is a very harsh condition as we ignore a large part of the data for
both training and testing. To still have a dataset comparable in size with the previous
setting we perform testing by withholding a pair of a heterotroph and methanotroph for
testing while training the model with the remainder of the data, excluding any combi-
nation which contains any of the test-partners. By using this type of leave-one-out cross
validation we can construct relevant test statistics. Note that this comes at a cost as we
can no longer construct the ranking error. These results are presented in Table 6.8, notice

Table 6.4: Variance and mean absolute deviation of the three different labels. A model
with some predictive power has a mean squared error lower than the variance or a mean
absolute error lower than the mean absolute deviation.

Label type Variance Mean absolute deviation
max OD 1.495875 0.9539107
time max OD 11.06718 2.892308
area under curve 0.3213721 0.4234429
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Table 6.5: Results of the regression of the microbial data. Performance is calculated by
withholding ten random chosen combinations for testing and repeating this procedure 26
times. The best performance for every combination of regression label and performance
measure is put in boldface. Compare the performance with the references in Table 6.4.

Meth. kernel Hetero. kernel Label type MSE MAE RE
Spectrum kernel Carbohydrate Tanimoto max OD 0.7012 0.6034 0.1885
Jukes-Cantor Carbohydrate Tanimoto max OD 0.6878 0.5963 0.1697
Spectrum kernel Carbohydrate linear max OD 0.719 0.6226 0.1765
Jukes-Cantor Carbohydrate linear max OD 0.7542 0.6255 0.1867
Spectrum kernel Sec. met. Tanimoto max OD 0.6856 0.5784 0.1937
Jukes-Cantor Sec. met. Tanimoto max OD 0.7375 0.6071 0.1998
Spectrum kernel Sec. met. linear max OD 0.9661 0.7358 0.2204
Jukes-Cantor Sec. met. linear max OD 0.7095 0.5884 0.192
Spectrum kernel Both Tanimoto max OD 0.6527 0.5745 0.1893
Jukes-Cantor Both Tanimoto max OD 0.6852 0.5866 0.1964
Spectrum kernel Both linear max OD 0.7684 0.6391 0.1938
Jukes-Cantor Both linear max OD 0.7128 0.5953 0.1851
Spectrum kernel Carbohydrate Tanimoto time max OD 7.1099 1.873 0.2195
Jukes-Cantor Carbohydrate Tanimoto time max OD 7.3392 1.9723 0.2305
Spectrum kernel Carbohydrate linear time max OD 9.5245 2.2907 0.2709
Jukes-Cantor Carbohydrate linear time max OD 7.7664 1.9998 0.2283
Spectrum kernel Sec. met. Tanimoto time max OD 7.4006 1.8899 0.233
Jukes-Cantor Sec. met. Tanimoto time max OD 7.4942 2.0278 0.2424
Spectrum kernel Sec. met. linear time max OD 10.8084 2.4715 0.2926
Jukes-Cantor Sec. met. linear time max OD 7.5891 1.9337 0.2269
Spectrum kernel Both Tanimoto time max OD 7.2858 1.89 0.219
Jukes-Cantor Both Tanimoto time max OD 7.2528 1.9344 0.2259
Spectrum kernel Both linear time max OD 9.2916 2.266 0.2536
Jukes-Cantor Both linear time max OD 7.6274 1.9659 0.2307
Spectrum kernel Carbohydrate Tanimoto area under curve 0.1305 0.2485 0.2034
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.1354 0.25 0.1974
Spectrum kernel Carbohydrate linear area under curve 0.1321 0.2543 0.1966
Jukes-Cantor Carbohydrate linear area under curve 0.1341 0.2573 0.1889
Spectrum kernel Sec. met. Tanimoto area under curve 0.1332 0.2405 0.2
Jukes-Cantor Sec. met. Tanimoto area under curve 0.1335 0.2341 0.1812
Spectrum kernel Sec. met. linear area under curve 0.1724 0.2803 0.2128
Jukes-Cantor Sec. met. linear area under curve 0.1408 0.2443 0.1829
Spectrum kernel Both Tanimoto area under curve 0.128 0.2402 0.194
Jukes-Cantor Both Tanimoto area under curve 0.1323 0.2359 0.1752
Spectrum kernel Both linear area under curve 0.1409 0.2583 0.2034
Jukes-Cantor Both linear area under curve 0.1459 0.2588 0.1932

that the model is no better than the baseline predicted for the maximum OD label. As
expected this seems to be the most difficult problem to learn.
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Table 6.6: Results of the regression of the microbial data. Performance is calculated by
withholding one methanotroph with all its heterotrophic partners for testing and repeat-
ing this procedure for every methanotroph. The best performance for every combination
of regression label and performance measure is put in boldface. Compare the performance
with the references in Table 6.4.

Meth. kernel Hetero. kernel Label type MSE MAE RE
Spectrum kernel Carbohydrate Tanimoto max OD 1.2567 0.8277 0.4062
Jukes-Cantor Carbohydrate Tanimoto max OD 1.5448 0.9279 0.419
Spectrum kernel Carbohydrate linear max OD 1.2314 0.8243 0.4053
Jukes-Cantor Carbohydrate linear max OD 1.5678 0.9292 0.403
Spectrum kernel Sec. met. Tanimoto max OD 1.2563 0.8232 0.419
Jukes-Cantor Sec. met. Tanimoto max OD 1.5207 0.915 0.433
Spectrum kernel Sec. met. linear max OD 1.2723 0.8353 0.409
Jukes-Cantor Sec. met. linear max OD 1.5544 0.9198 0.4148
Spectrum kernel Both Tanimoto max OD 1.2613 0.8253 0.4055
Jukes-Cantor Both Tanimoto max OD 1.5302 0.9161 0.4198
Spectrum kernel Both linear max OD 1.241 0.826 0.4046
Jukes-Cantor Both linear max OD 1.5568 0.9226 0.4098
Spectrum kernel Carbohydrate Tanimoto time max OD 8.8919 2.3212 0.3991
Jukes-Cantor Carbohydrate Tanimoto time max OD 9.078 2.3902 0.4243
Spectrum kernel Carbohydrate linear time max OD 9.9154 2.4898 0.414
Jukes-Cantor Carbohydrate linear time max OD 8.9267 2.3682 0.421
Spectrum kernel Sec. met. Tanimoto time max OD 8.8657 2.3202 0.4065
Jukes-Cantor Sec. met. Tanimoto time max OD 9.1077 2.4356 0.4591
Spectrum kernel Sec. met. linear time max OD 9.9825 2.5005 0.4137
Jukes-Cantor Sec. met. linear time max OD 8.7689 2.3296 0.4154
Spectrum kernel Both Tanimoto time max OD 8.9454 2.3326 0.4113
Jukes-Cantor Both Tanimoto time max OD 9.1532 2.4123 0.4337
Spectrum kernel Both linear time max OD 9.9454 2.4922 0.4139
Jukes-Cantor Both linear time max OD 8.868 2.3552 0.4199
Spectrum kernel Carbohydrate Tanimoto area under curve 0.2379 0.3431 0.3917
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.2635 0.3553 0.4018
Spectrum kernel Carbohydrate linear area under curve 0.2344 0.3425 0.3877
Jukes-Cantor Carbohydrate linear area under curve 0.2796 0.3675 0.4022
Spectrum kernel Sec. met. Tanimoto area under curve 0.2345 0.3362 0.3969
Jukes-Cantor Sec. met. Tanimoto area under curve 0.2572 0.3503 0.4025
Spectrum kernel Sec. met. linear area under curve 0.2389 0.3438 0.3902
Jukes-Cantor Sec. met. linear area under curve 0.2653 0.3556 0.3982
Spectrum kernel Both Tanimoto area under curve 0.2343 0.3387 0.3898
Jukes-Cantor Both Tanimoto area under curve 0.2721 0.3599 0.4046
Spectrum kernel Both linear area under curve 0.2372 0.3433 0.3871
Jukes-Cantor Both linear area under curve 0.2726 0.3638 0.4052
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Figure 6.9: Bar plots of the residuals of the regression of the area under the growth curve
with the spectrum kernel of the MMO genes and the sum of the two Tanimoto kernel of
the genetic fingerprints. The different methanotrophs, and consequentially in this case
the different folds for testing, are depicted in different colors.

6.3.2 Conditional ranking

Due to the relatively small number of methanotrophs in the dataset, these bacteria will
always be used as queries. Note that it is also perfectly reasonable to consider the het-
erotrophs as queries, but the low number of methanotrophs that could serve as database
objects does not allow a adequate testing procedure, in the author’s opinion. Also, for
the heterotrophs, the linear kernels will not be considered to reduce some of the com-
plexity of our results. The four schemes for model evaluation will be used for the ranking
experiments as well. Only the ranking error will be considered as a performance measure
and because sampling is used, we will also give the standard deviation of this statistic.

The first test setting considers the case of evaluating the model when both the query and
the database objects are encountered in the training phase. Thus for every methanotroph
ten of its heterotrophic partners are randomly sampled and withheld as a testing database

75



Table 6.7: Results of the regression of the microbial data. Performance is calculated by
withholding one heterotroph with all its methanotrophic partners for testing and repeat-
ing this procedure for every heterotroph. The best performance for every combination of
regression label and performance measure is put in boldface. Compare the performance
with the references in Table 6.4.

Meth. kernel Hetero. kernel Label type MSE MAE RE
Spectrum kernel Carbohydrate Tanimoto max OD 1.2889 0.7643 0.1582
Jukes-Cantor Carbohydrate Tanimoto max OD 1.2912 0.749 0.1668
Spectrum kernel Carbohydrate linear max OD 1.3117 0.7827 0.1625
Jukes-Cantor Carbohydrate linear max OD 1.3193 0.7564 0.1582
Spectrum kernel Sec. met. Tanimoto max OD 1.5956 0.8612 0.1736
Jukes-Cantor Sec. met. Tanimoto max OD 1.4772 0.8263 0.1727
Spectrum kernel Sec. met. linear max OD 2.1404 1.0338 0.1984
Jukes-Cantor Sec. met. linear max OD 1.7443 0.8999 0.1753
Spectrum kernel Both Tanimoto max OD 1.3077 0.7608 0.1642
Jukes-Cantor Both Tanimoto max OD 1.282 0.741 0.1693
Spectrum kernel Both linear max OD 1.4815 0.8281 0.1719
Jukes-Cantor Both linear max OD 1.3886 0.7726 0.1702
Spectrum kernel Carbohydrate Tanimoto time max OD 6.7203 1.8153 0.1829
Jukes-Cantor Carbohydrate Tanimoto time max OD 6.8361 1.8824 0.1899
Spectrum kernel Carbohydrate linear time max OD 7.8597 2.051 0.2301
Jukes-Cantor Carbohydrate linear time max OD 7.0486 1.8534 0.187
Spectrum kernel Sec. met. Tanimoto time max OD 7.3339 1.9203 0.1891
Jukes-Cantor Sec. met. Tanimoto time max OD 7.45 1.9853 0.1941
Spectrum kernel Sec. met. linear time max OD 9.0941 2.1854 0.247
Jukes-Cantor Sec. met. linear time max OD 7.3186 1.8874 0.1982
Spectrum kernel Both Tanimoto time max OD 6.8813 1.8435 0.1921
Jukes-Cantor Both Tanimoto time max OD 7.003 1.9035 0.1911
Spectrum kernel Both linear time max OD 8.0348 2.0708 0.2408
Jukes-Cantor Both linear time max OD 7.2044 1.8699 0.1881
Spectrum kernel Carbohydrate Tanimoto area under curve 0.1688 0.2495 0.1359
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.1621 0.2435 0.1479
Spectrum kernel Carbohydrate linear area under curve 0.1639 0.2557 0.1462
Jukes-Cantor Carbohydrate linear area under curve 0.1625 0.2496 0.153
Spectrum kernel Sec. met. Tanimoto area under curve 0.193 0.269 0.153
Jukes-Cantor Sec. met. Tanimoto area under curve 0.1828 0.2596 0.1487
Spectrum kernel Sec. met. linear area under curve 0.2718 0.3136 0.159
Jukes-Cantor Sec. met. linear area under curve 0.221 0.2854 0.1556
Spectrum kernel Both Tanimoto area under curve 0.1638 0.2466 0.147
Jukes-Cantor Both Tanimoto area under curve 0.1689 0.2473 0.1487
Spectrum kernel Both linear area under curve 0.1835 0.2655 0.1453
Jukes-Cantor Both linear area under curve 0.181 0.2615 0.1564

while the remainder of the data is used for training. This sampling of the database is
repeated five times for each query (methanotroph), providing 5 × 10 (the number of
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Table 6.8: Results of the regression of the microbial data. Performance is calculated by
withholding one combination of heterotrophic and methanotrophic bacteria for testing
while training the model with the remainder of the data minus all the combinations that
contain one of the bacteria used for testing. This procedure is repeated for every combi-
nation. The best performance for every combination of regression label and performance
measure is put in boldface. Compare the performance with the references in Table 6.4.

Meth. kernel Hetero. kernel Label type MSE MAE
Spectrum kernel Carbohydrate Tanimoto max OD 1.9127 1.0202
Jukes-Cantor Carbohydrate Tanimoto max OD 2.1718 1.0969
Spectrum kernel Carbohydrate linear max OD 1.8756 1.0177
Jukes-Cantor Carbohydrate linear max OD 2.1539 1.0926
Spectrum kernel Sec. met. Tanimoto max OD 2.185 1.0707
Jukes-Cantor Sec. met. Tanimoto max OD 2.3317 1.1138
Spectrum kernel Sec. met. linear max OD 2.5633 1.1877
Jukes-Cantor Sec. met. linear max OD 2.6312 1.1942
Spectrum kernel Both Tanimoto max OD 1.9458 1.0103
Jukes-Cantor Both Tanimoto max OD 2.187 1.0805
Spectrum kernel Both linear max OD 2.0298 1.0449
Jukes-Cantor Both linear max OD 2.2799 1.0989
Spectrum kernel Carbohydrate Tanimoto time max OD 8.4652 2.2797
Jukes-Cantor Carbohydrate Tanimoto time max OD 8.6588 2.3633
Spectrum kernel Carbohydrate linear time max OD 8.8055 2.3783
Jukes-Cantor Carbohydrate linear time max OD 8.6337 2.3305
Spectrum kernel Sec. met. Tanimoto time max OD 8.8074 2.3347
Jukes-Cantor Sec. met. Tanimoto time max OD 9.002 2.4224
Spectrum kernel Sec. met. linear time max OD 9.5516 2.4617
Jukes-Cantor Sec. met. linear time max OD 8.5549 2.3155
Spectrum kernel Both Tanimoto time max OD 8.5814 2.2976
Jukes-Cantor Both Tanimoto time max OD 8.7022 2.373
Spectrum kernel Both linear time max OD 8.9614 2.3735
Jukes-Cantor Both linear time max OD 8.505 2.3159
Spectrum kernel Carbohydrate Tanimoto area under curve 0.2825 0.3752
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.305 0.3902
Spectrum kernel Carbohydrate linear area under curve 0.2762 0.3782
Jukes-Cantor Carbohydrate linear area under curve 0.3061 0.393
Spectrum kernel Sec. met. Tanimoto area under curve 0.3043 0.3918
Jukes-Cantor Sec. met. Tanimoto area under curve 0.3191 0.3975
Spectrum kernel Sec. met. linear area under curve 0.3426 0.4212
Jukes-Cantor Sec. met. linear area under curve 0.3534 0.4232
Spectrum kernel Both Tanimoto area under curve 0.2809 0.3744
Jukes-Cantor Both Tanimoto area under curve 0.3037 0.3865
Spectrum kernel Both linear area under curve 0.2867 0.3836
Jukes-Cantor Both linear area under curve 0.3179 0.3988
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methanotrophs) samples used for calculating the performance. The means and standard
deviations of the ranking error for each model are presented in Table 6.9. Even though
this is expected to be the most easy case we consider, the ranking errors are quite bad,
even compared to what we became for regression in Table 6.5! It should also be noted
that the standard deviations are always quite high. Nearly always it seems that it is
easiest to rank according to the area under the growth curve, perhaps because this is a
global metric.

When we withheld every query methanotroph for testing we obtained the results of Table
6.10. This case seems to be somewhat harder to learn than the previous one. Again,
ranking the area under the curve always performed best for all combinations of features.
Note the lower standard deviation.

To test how the models perform on new heterotrophs as database objects, we obtain Table
6.11. In this case ten randomly selected heterotrophs were withheld for all combinations
with the methanotrophs. For testing, all the methanotrophs were used as query for this
list of heterotrophs. This was always repeated 50 times to obtain a relevant statistic. Note
that we did not do this for the case with the time of maximal OD due to the discrete
nature of this label which conflicted with our sampling methods. A ranking error cannot
be calculated when all the labels are equal. This problem seems to be harder than the
previous one, but also has a reasonably low standard deviation.

Table 6.9: Results of the ranking of the microbial data. The methanotrophs were used
as queries, while their heterotrophic partners served as the database elements. In this
testing scheme for every methanotroph, ten of its partners were withhold for testing and
this was repeated five times for every model. The best ranking error is put in bold face
while the worst is in italic.

Meth. kernel Hetero. kernel Label type Ranking error
Spectrum kernel Carbohydrate Tanimoto area under curve 0.3504 (0.1169)
Spectrum kernel Carbohydrate Tanimoto time max OD 0.4491 (0.1812)
Spectrum kernel Carbohydrate Tanimoto max OD 0.375 (0.1384)
Spectrum kernel Both Tanimoto area under curve 0.3702 (0.1007)
Spectrum kernel Both Tanimoto time max OD 0.4424 (0.1896)
Spectrum kernel Both Tanimoto max OD 0.3847 (0.1118)
Spectrum kernel Sec. met. Tanimoto area under curve 0.396 (0.1474)
Spectrum kernel Sec. met. Tanimoto time max OD 0.4767 (0.1782)
Spectrum kernel Sec. met. Tanimoto max OD 0.4118 (0.1286)
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.3524 (0.1236)
Jukes-Cantor Carbohydrate Tanimoto time max OD 0.4553 (0.1621)
Jukes-Cantor Carbohydrate Tanimoto max OD 0.3798 (0.1135)
Jukes-Cantor Both Tanimoto area under curve 0.4038 (0.1254)
Jukes-Cantor Both Tanimoto time max OD 0.4193 (0.1719)
Jukes-Cantor Both Tanimoto max OD 0.3915 (0.1209)
Jukes-Cantor Sec. met. Tanimoto area under curve 0.4058 (0.1298)
Jukes-Cantor Sec. met. Tanimoto time max OD 0.4362 (0.1566)
Jukes-Cantor Sec. met. Tanimoto max OD 0.4092 (0.1129)
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Table 6.10: Results of the ranking of the microbial data. The methanotrophs were used as
queries, while their heterotrophic partners served as the database elements. The queries
are withhold for testing. The best ranking error is put in bold face while the worst is in
italic.

Meth. kernel Hetero. kernel Label type Ranking error
Spectrum kernel Carbohydrate Tanimoto area under curve 0.3971 (0.0553)
Spectrum kernel Carbohydrate Tanimoto time max OD 0.4513 (0.0862)
Spectrum kernel Carbohydrate Tanimoto max OD 0.4172 (0.0698)
Spectrum kernel Both Tanimoto area under curve 0.4002 (0.0565)
Spectrum kernel Both Tanimoto time max OD 0.4424 (0.0891)
Spectrum kernel Both Tanimoto max OD 0.4161 (0.0719)
Spectrum kernel Sec. met. Tanimoto area under curve 0.3971 (0.0463)
Spectrum kernel Sec. met. Tanimoto time max OD 0.4436 (0.0925)
Spectrum kernel Sec. met. Tanimoto max OD 0.4194 (0.073)
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.4058 (0.0498)
Jukes-Cantor Carbohydrate Tanimoto time max OD 0.4613 (0.0978)
Jukes-Cantor Carbohydrate Tanimoto max OD 0.4214 (0.0525)
Jukes-Cantor Both Tanimoto area under curve 0.3995 (0.0498)
Jukes-Cantor Both Tanimoto time max OD 0.4593 (0.0958)
Jukes-Cantor Both Tanimoto max OD 0.4144 (0.0433)
Jukes-Cantor Sec. met. Tanimoto area under curve 0.412 (0.0543)
Jukes-Cantor Sec. met. Tanimoto time max OD 0.4514 (0.0757)
Jukes-Cantor Sec. met. Tanimoto max OD 0.4282 (0.0607)

Table 6.11: Results of the ranking of the microbial data. The methanotrophs were used
as queries, while their heterotrophic partners served as the database elements. The best
ranking error is put in bold face while the worst is in italic.

Meth. kernel Hetero. kernel Label type Ranking error
Spectrum kernel Carbohydrate Tanimoto area under curve 0.4369 (0.0548)
Spectrum kernel Carbohydrate Tanimoto max OD 0.4621 (0.0532)
Spectrum kernel Both Tanimoto area under curve 0.4539 (0.0511)
Spectrum kernel Both Tanimoto max OD 0.4517 (0.0447)
Spectrum kernel Sec. met. Tanimoto area under curve 0.473 (0.054)
Spectrum kernel Sec. met. Tanimoto max OD 0.4798 (0.0603)
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.4671 (0.075)
Jukes-Cantor Carbohydrate Tanimoto max OD 0.4423 (0.0509)
Jukes-Cantor Both Tanimoto area under curve 0.4867 (0.0671)
Jukes-Cantor Both Tanimoto max OD 0.4622 (0.0464)
Jukes-Cantor Sec. met. Tanimoto area under curve 0.5057 (0.0524)
Jukes-Cantor Sec. met. Tanimoto max OD 0.4779 (0.0438)

Finally we present the case of using an unseen query to rank a new database. For
every methanotroph, ten heterotrophs were withheld, while using all other pairs with no
common elements for training and repeating this 50 times for every query. A shown in
Table 6.12, results are approximately random, our algorithms could not deal with this
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problem.

In conclusion we can state that conditional ranking was possible though we apparently
obtained a worse performance compared to the regression of Section 6.3.1. This can be
due to multiple reasons. Firstly, for regression we used support vector machines while the
framework for ranking is based on regularized least squared. Since the former is based
on a more robust ε-regression rather than squared error, a difference in performance
might be expected. Given the many very high residuals, the loss function may have an
influence on the performance. Secondly, when comparing the ranking errors of regression
and conditional ranking, the setting may be a bit more strict for conditional ranking. For
regression we predicted the values for combinations, but we have seen on heatmaps that
the methanotrophs are the most important to determine the growth1! This is a reasonable
assumption as all the carbon uptake in the system passes the methanotrophic bacteria.
However this makes it a more difficult (but interesting) problem for ranking, as we only
consider the ranking of a group of heterotrophic bacteria with a methanotroph in common!
Stated differently, in regression the knowledge which methanotroph you are dealing with
is already a very good baseline for doing predictions, while in the case of conditional
ranking you have to make a prediction relative to this bacterium. We quickly redid the
regression experiments but this time using normalized data, obtained by subtracting the

1The heatmaps presented in this chapter are already corrected for this fact, so this cannot be deduced
from figures 6.6, 6.7 and 6.8.

Table 6.12: Results of the ranking of the microbial data. The methanotrophs were used
as queries, while their heterotrophic partners served as the database elements. Testing
was done on completely unseen combinations. The best ranking error is put in bold face
while the worst is in italic.

Meth. kernel Hetero. kernel Label type Ranking error
Spectrum kernel Carbohydrate Tanimoto area under curve 0.5127 (0.1338)
Spectrum kernel Carbohydrate Tanimoto time max OD 0.4565 (0.1854)
Spectrum kernel Carbohydrate Tanimoto max OD 0.5068 (0.1357)
Spectrum kernel Both Tanimoto area under curve 0.5253 (0.1277)
Spectrum kernel Both Tanimoto time max OD 0.4564 (0.1841)
Spectrum kernel Both Tanimoto max OD 0.5097 (0.1295)
Spectrum kernel Sec. met. Tanimoto area under curve 0.5326 (0.124)
Spectrum kernel Sec. met. Tanimoto time max OD 0.4896 (0.1673)
Spectrum kernel Sec. met. Tanimoto max OD 0.5212 (0.1224)
Jukes-Cantor Carbohydrate Tanimoto area under curve 0.5419 (0.1217)
Jukes-Cantor Carbohydrate Tanimoto time max OD 0.4626 (0.1752)
Jukes-Cantor Carbohydrate Tanimoto max OD 0.5239 (0.1359)
Jukes-Cantor Both Tanimoto area under curve 0.5459 (0.1215)
Jukes-Cantor Both Tanimoto time max OD 0.4752 (0.1886)
Jukes-Cantor Both Tanimoto max OD 0.5168 (0.1258)
Jukes-Cantor Sec. met. Tanimoto area under curve 0.5421 (0.1283)
Jukes-Cantor Sec. met. Tanimoto time max OD 0.4926 (0.1786)
Jukes-Cantor Sec. met. Tanimoto max OD 0.543 (0.1276)
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corresponding value of the methanotroph with NMS (data not shown). In general this
normalization of the data, and thus only considering the effect of the heterotrophs on the
growth, had a negative influence on the performance, thus supporting our hypothesis.

6.4 Conclusion

In this chapter we attempted to build a useful tool for environmental biotechnologists by
using data obtained from a series of simple wet lab experiments and some easily obtained
bioinformatical features.

The performed laboratory experiments provided data that was consistent within repli-
cates and give rise to some interesting patterns, especially given the limited lab experience
of the author. This formed a good data set to test some of our algorithms, but might also
prove to be of some value as a benchmark set for other models from machine learning or
mathematical ecology.

We showed that with regression and ranking it is possible to construct models that can
roughly predict interaction of the species. The interaction is mainly dominated by the
methanotroph, something to keep in mind when using these models. Whether a bacterium
is previously encountered in the training phase can make a big difference in performance.
The best features one has to use depend heavily on de details of the problem.

In summary we can state that we are very happy with the outcome of the experiments in
this chapter. We have proven that the methods discussed in the beginning of this thesis
can be of use for more complex objects than molecules. From a biological perspective we
have shown that machine learning can have its place in bacterial ecology. With this proof
of concept we are motivated to encourage performing larger experiments (both in number
of bacteria as in the measurements) and more complex feature extractions, making full
use of modern bioinformatics.
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